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Preface

The purpose of this research was to compare graphs which contained

chartjunk, or fill patterns, to graphs which did not use fill patterns

to see if there were differences in interpretation or decision making.

An experiment was conducted at the Air Force Institute of

Technology (AFIT) using vertical bar graphs with and without fill

patterns. Participants in the experiment were asked to decide if three

fictitious companies should be approved for a loan based upon either a

graphical or tabular presentation of financial data. They were then

asked to determine the appropriate loan amoumt given specific decision

rules. The experiment used a 3 X 4 factorial design in which varying

degrees of fill patterns and trends were manipulated between cells.

The choice of fill pattern did not appear to affect decision

making overall; however, there was a statistically significant

difference between graphs with no fill pattern and those with a heavy

fill pattern for one of the fictitious companies. The trend variable

did appear to affect decisions at a statistically significant level.

We would like to thank the many instructors and students within

the Professional Continuing Education (PCE) department for allowing us

to use their classes during both the pretests and actual experiment.

We would also like to thank our thesis advisors, Major David

Christensen and Mr. Richard Antolini for their help in keeping us on

track and for providing significant insights into the world of research

and experimental design.

Finally we would like to thank our families for their steadfast

support and encouragement during our time at AFIT.
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Abstract

This thesis investigated whether individuals interpreted graphics

with fill patterns differently from graphics which did not use fill

patterns and whether their decisions were affected. A literature review

indicated that there was a lack of current research concerning the use

of fill patterns within graphics and whether those fill patterns affect

decision making. A timed 3 X 4 factorial experiment, in which subjects

were asked to approve, and then decide upon an appropriate loan amoumt

for three fictitious cauqmzes, was conducted. Within the experiment,

trend and mode of presentation (fill pattern intensity) were manipulated

between the various cells. One hundred eighty-two Professional

Continuing Educations students attending classes at the Air Force

Institute of Technology participated in the experiment. Using an F-

statistic, it was determined that the mode of presentation did not

affect decision making although there was a statistically significant

difference between graphs using no fill pattern and those containing a

heavy fill pattern for one of the cozpanies. Additionally, the trend

component appears to affect decision making even after normalizing the

numerical data. There was weak evidence that gender affects decisions

based upon graphical presentations. Specifically, female subjects

appeared to approve larger loan amounts than did male subjects.

xv



THE EFECTS OF FILL PA1TTRNS ON GRAPHICAL IN'E M M TION AND

DECISION MAKING

I. Introduction

General Purpose

Graphs provide powerful tools for analyzing data and for

comamicating quantitative information. The couputer graphics

revolution, which began in the 1960's and has intensified during the

past several years, stimulated the invention of graphical methods. This

revolution has caused a recent surge of interest in computer graphics.

In 1984, the ccaputer graphics industry was estimated to be growing at

an annual rate of 60 to 70 percent a year (DeSanctis, 1984:463). One

estimate suggested that from 1987 to 1992, the total presentation

graphics industry was expected to triple in size (Miller, 1992:114).

The National Ccorputer Graphics Association estimates that the business

graphics software market will reach $26 billion by 1993, of which half

is for presentation graphics products (Caron, 1991:9..;. In a survey

cited by Jarvenpaa and Dickson, they claim that 96 percent of graphics

users forecasted that business graphics usage would "increase at least

to a moderate extent" and 40 percent forecasted "a great extent of

increased usage" (Jarvenpaa and Dickson, 1985:1). Finally, Edward Tufte

is quoted as suggesting that there are "between 900 billion and two

trillion statistical graphics printed each year" (Patton, 1992:29).



Rapidly declining hardware costs plus, flexible, easy-to-use software,

and office work stations account for these trends.

In the Department of Defense (DoD), as well as the private sector,

managers must be able to disseminate large volumes of information

quickly and accurately. Because of this need, computer graphics have

become a vital tool used by managers to cczomunicate ideas and

disseminate information. According to proponents, graphics can improve

managerial productivity (Hwang and Wu, 1990:12; Taylor and Anderson,

1986:126). However, previous research has indicated that the method of

graphical presentation can affect a manager's ability to interpret the

data (Cleveland and McGill, 1985; Cochran, Albrecht, and Green, 1989;

Kern, 1991; Larkin, 1990; MacKay and Villarreal, 1987).

Currently, there exists over 100 software packages available for

developing charts and graphs (Caron, 1993:93). Many of these software

packages have a wide range of capabilities that allow users to make

graphs quicker and easier. In addition, almost all software packages

have features that allow interior decoration of graphics, thus,

permitting the users to enhance their graphs and charts. In fact, most

software packages such as Ouattro Pro and Lotus 1-2-3 automatically

default to provide interior decoration especially within area and bar

charts (Ouattro Pro User's Guide, 1992:405; Lotus User's Guide,

1991:121-132). For the purposes of this thesis, the interior decoration

of graphs and charts will be referred to as "chart junk" and defined as

non-data ink or redundant data ink (Tufte, 1983:1i7). This chartjunk

can be used for a variety of purposes such as making graphs appear more

scientific or precise, enlivening the display, or giving the designer an

2



opportunity to exercise his or her artistic skills (Tufte, 1983:117).

Although sales of graphical presentation software continue to increase,

little attention has been paid to the use of chartjunk and its effect on

graphical presentations. An exanple of chart junk similar to that

described by Tufte can be found in Figure 1. Within this graph it can

be noted that there is excessive scaling, grid lines, multiple fill

patterns with varying degrees of optical vibration, excessive labeling,

using all capital letters, and so on (Tufte, 198:120).
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# 40 u-a 10

35-
C I A

a 30
T
1 25

A 20 k - 103
L

A 1

I 1=

C
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S N N. 154

I55U1 AREAS

Figure 1. Example of Chartjunk (Tufte, 1983: 120).

Two primary concerns arise due to the presence of chartjunk.

First, is it possible to convince a decision maker to support a project,

purchase, or proposal based upon the degree to which a chart or graph is

decorated? The opposite of this concern is also a legitimate issue.

Specifically, is it possible for an otherwise sound project, purchase,

or proposal to be rejected because the chart or graph is not decorated?

3



Second, if the interior decoration (chartjunk) of a chart or graph does

not affect decision making ability, are those who present graphs wasting

time and resources by trying to enliven the graphs? It is apparent that

charts decorated with chartjunk are pervasive at all levels of business

and governnent. For example, the Econ.mic Report of the President

Transmitted to the Congress February 1990 contains several bar graphs,

all of which use fill patterns (Econamic Report of the President,

1990:34, 35, 118, 128, 146, 149, 169). In fact, many firms and DoD

agencies construct charts and graphs which contain various forms of

chartjunk such as logos, icons, and fill patterns. Additionally, Tufte

expressed concern over the use of chartjunk, to include fill patterns,

especially those which appear to vibrate (cross-hatching fill patterns)

stating they "cloud the flow of information" (Tufte, 1983:108). He has

referred to chart junk as "content free decoration" and goes on to say

that "clutter and confusion are failures of design, not attributes of

information" (Patton, 1992:29, 31).

Table 1 provides a list and description of several types of

chartjunk ccamonly found in graphics today (Tufte, 1983:107-122;

Cleveland, 1985:24, 37, 100-101).

Specific Problem

The nmain purpose of this research is to determine to what extent

the manipulation of the presentation mode (i.e., graphical with

chartjunk versus tabular) and trend (i.e. increasing, decreasing, or no

significant change) components of numerical information affect the

decision making process. Furthermore, does the perception or

interpretation of the degree of intensity of the presentation mode and

4



trend of numerical information affect data perception, interpretation

and decision making?

Table 1. Typical Forms of Cbartjunk (Tufte, 1983:107-121).

Chart junk Type Description/Explanation

Fill patterns Interior decoration of bar, pie,
or area charts.

Grid lines Horizontal or vertical lines
drawn through the data region
of the graph.

False, or fake Graphs of two-dimensional data
perspectives drawn as three-dimensional.

Excessive scaling or Showing more numerical markers
tick marks than there are data points within

the graph.

Excessive labeling, Repeated or excessive labels,
titles, or legends titles, or legends especially

when located in the data region.

In this study, chartjunk consisting of fill patterns within

horizontal or vertical bar charts will be examined. Fill patterns are

defined as non-data ink used to define the interior of the bar within a

bar chart. For example, Figure 2 contains a bar chart without any

chartjunk or fill pattern. Figure 3, which contains the same underlying

numerical data as Figure 2, utilizes a cross-hatch fill pattern. Fill

patterns can take many forms. Same of the more common fill patterns

consist of filling the bar with a solid block of ink, cross-hatch,

cross-stitch, dots, plus signs, bricks, and cobblestones. Same software

packages even allow the designer of the graph to manipulate how intense

5



the cross-hatching or cross-stitching design will be within the bar

graph (Harvard Graphics User's Manual, 1990). Figure 4 shows a light

cross-hatch pattern. Two additional fill patterns found in many

ccaputer graphics software programs are depicted in Figure 5, (stitch)

and Figure 6, (line) (Quattro Pro User's Guide, 1992:408, 409).

For the purposes of this study, the presentation mode will be

limited to vertical bar graphs using either no fill pattern,

varying intensities of cross-hatch fill patterns, and tabular data. The

reasoning behind this is to present a single, uniform instrument to

cumpare and contrast the various effects of chartjunk. Previous

research has shown that by changing the graphical method, the perception

of the data presented by the graph is changed (Cleveland, 1985:229-294;

Cochran, Albrecht, and Green, 1989). The effects of graphics on

perception will be discussed in greater detail in the literature review.

QUARTERLY PROFITS

2

I/, I.

0.5

IS? 2N 53 4114

QUARTER

Figure 2. Graphic Without any Fill Pattern.
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QUARTERLY PROFITS
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Figure 3. Graphic With Cross-hatch Fill Pattern.
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Figure 4. Graphic Using a Light Cross-hatch Fill
Pattern.
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Figure 5. Graphic Using a Stitch Fill Pattern
(Quattro Pro User's Guide, 1992:408).
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Figure 6. Graphic Using Line Fill Pattern (Quattro
User's Guide, 1992:408, 409).
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For the purposes of this research, optical art or designs that

interact with the physiological tremor of the eye to produce the

appearance of vibration or movement (the moir6 effect) will be used to

depict data. Vibrating chartjuk uses the moir6 effect to catch the eye

of the viewer as depicted in Figure 7. The effect extends beyond the

ink of the design to the whole page. This moir6 vibration, which is the

most cosmmo form of chartjunk, can cloud the flow of information (Tufte,

1983:108). The moir6 effect is captured best by using varying

intensities of cross-hatch fill patterns.

Figure 7. The Moir6 Effect (Tufte, 1983:108).

To limit the variability in this study, other graphical

presentation variables such as color, data distortion, and subject

relevancy will be eliminated. A timed 3 X 4 factorial experiment, in

which subjects were asked to approve, and then decide upon an

appropriate loan amonmt for three fictitious companies was conducted in

order to measure the effect of the mode of presentation (fill patterns

or tabular data) and trend on decision making. Graphs contained either

no fill pattern, or were manipulated to contain light, medium, or heavy
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fill patterns. Using an F-statistic within the factorial design

experinmit made it possible to determine whether the mode of

presentation made a difference in terns of the loan amot decision.

Experimental graphs were developed to analyze the difference in

interpretation and decision making concerning graphs with chartjunk

versus graphs without chartjunk. Al1 graphs were presented in black and

white to eliminate the bias of color (Hoadley, 1990:121). Additionally,

graphs in this study followed generally accepted high integrity graphics

presentation rules (Carvalho and Mc4illan, 1992:55-60; Christensen and

Larkin, 1990:130-142; Cleveland, 1985:100-101; Kern, 1991:42-44; Taylor

and Anderson, 1986:127-135; Tufte, 1983). These accepted graphics rules

wil be discussed further in Chapter II.

The saiple population consisted of Air Force Institute of

Technology (AFIT) and Professional Continuing Education (PCE) students.

This population sample consists almost exclusively of military and

civilian members within the DoD. Because of the high standards and

familiarity with graphical presentations, this sarple population

provides a unique representational blend of decision makers and managers

from which to study. Additionally, virtually all those attending AFIT

and PCE courses are mid- to upper-level managers. This .-fact makes this

sample very representative of the more general target population of mid-

to upper-level civilian and DoD nmnagers.

Hypotheses

The primary null hypotheses (Ho) for this research are as follows:

1. Manipulation of the mode of presentation and trend of data do

not affect decision making.
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2. Manipulation of the mode of presentation and trend of data do

not affect interpretation of the significance of a trend.

3. The manipulation of the mode of presentation and trend of data

do not affect the perception of confidence in decision making.

4. The manipulation of the mode of presentation and trend of data

do not affect the perception of risk in decision naking.

5. Gender does not affect decision naking.

The results of the hypotheses will be discussed further in Chapter

V. The remainder of the thesis will demonstrate the reasoning behind

the selection of these hypotheses, their testing, and arn analysis of the

results. Also, several investigative questions will be addressed to

develop a better understanding of the effects of chartjunk on graphical

presentations.

Investigative Questions

Along with the stated hypothesis, several investigative questions

will be researched throughout the study. Primarily, these investigative

questions are focused toward the effect of chartjunk on interpretation

of data and determining what standards, if any, exist to help in the

proper use of chartjunk. The following is a list of investigative

questions that will be addressed throughout the thesis:

1. What standards have been developed to ensure the integrity of

graphical presentations including those which contain chartjunk?

2. Is there empirical evidence to support the proper use of

graphs to include those containing chartjunk?

3. Are there any demographic trends related to chartjunk and

graphical interpretation?
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4. What preferences exist concerning various forms of chart junk

versus graphical presentations which do not contain chartjunk?

Limitations

There are several limitations concerning the scope of this

research. The first limitation centers around the decision to conduct

the experiment using only vertical bar charts and tabular data displays.

Limiting the research to these types of charts was based on their

susceptibility to being manipulated by use of fill patterns.

Additionally, bar charts, both horizontal and vertical, are among the

nmt popular of graphical methods used. Another limitation is the

decision to limit fill patterns to various types and degrees of cross-

hatching. Although many other types of fill patterns exist, cross-hatch

fill patterns can be manipulated to display varying degrees of

intensity. By varying the degree of intensity of the fill pattern, more

precise measurements of the overall affect of fill patterns uan be

determined. Nonetheless, other fill patterns nay not have the same

effect on perception.

The strict classroom environment used in the experiment nay limit

the realism and external validity of the experiment. However, strict

controls concerning the experiment, which are only available in a

laboratory or classroom environment, will enhance the internal validity

of the experiment. The strict use of time limits for interpreting the

graphs and making decisions concerning them were deemed appropriate

because of the limited time to accomplish tasks or make decisions in

most managerial positions. Finally, the choice of full-time and PCE

AFIT students may limit the scope of this re',earch. AFIT students
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represent mid-level managers who will have varying levels of experience

in preparing or reviewing graphics presentations. Because these

students are already managers and because of their experience with

graphics, they were deemed an acceptable sample source for a more

general category of both mid-level and upper-level managers. However,

the fact that all AFIT students plus others sampled are associated with

the DoD may have some confounding effects on the results of the

experiment. Any additional limitations concerning the specific

methodology used to conduct this research/experiment are discussed in

Chapter III.

Synopsis

Chapter II, Literature Review, will summarize the research and

studies performed on graphical presentations pertinent to this thesis.

Within Chapter II, investigative questions one, two, and four will be

answered. Chapter III, Methodology, will explain the research design,

methods of chartjunk selection, population sample, experimental

development, analysis, and statistical tests used. Chapter IV, Findings

and Analysis, will include coaments on the administration of the

experiment, the results of the experiment, and the interpretation of

those results. Within C:hapter IV, all hypotheses and investigative

question three will be aý.wered. Chapter V, Summary, will discuss the

conclusions of the tested hypotheses and point out recommendations for

future areas of research.
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II. Literature Review

The purpose of this chapter is to report on the review of various

research articles and publications pertaining to graphical presentation

criteria, experiments, and chartjunk. The chapter consists of five

sections as follows: (1) Introduction, (2) Criteria for High Integrity

Graphics, (3) Results of Selected Graphical Experiments, (4) Fill

Patterns and Chartiunk, (5) Conclusion.

Section one gives a brief introduction to graphics uses and

addresses concerns over whether graphs can be misleading. Section two

gives the primary criteria believed necessary to ensure the underlying

data contained in a graph are displayed in such a manner that they do

not mislead the viewer of the graph. Section three briefly reports on

the results of several experiments conducted at AFIT and elsewhere in

which specific graphical criteria were manipulated to see if the

viewer's perceptions and/or interpretations of the graph could be

altered. Section four reports on the use of fill patterns within

graphics. Additionally, viewpoints and theories concerning whether fill

patterns serve any purpose in terms of data interpretation or

enhancement are discussed. Section five gives a brief conclusion or

overview of the important findings within this chapter.

Introduction

Graphical presentations of data are becoming more and more cannon.

One author, DeSanctis, suggests that current anecdotal research

indicates the reasons for including graphics are to permit rapid
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presentation of data and to help decision nakers assimilate the data

quickly. Graphics allow presentation of extremely large masses of data

in a compact, easy-to-read format (DeSanctis, 1984:467). Mintzberg,

like DeSanctis, suggests that managers activities are characterized by

brevity (Mintzberg, 1989:301-304). Specifically, Mintzberg noted with

regard to the activities of chief executive officers:

Half of the observed activities were completed in less than
nine minutes, and only one-tenth took more than an hour. In
effect, the nunagers were seldom able or willing to spend
much time on any one issue in any one session. (Mintzberg,
1973:33)

Mintzberg goes on to suggest that as one goes further down the chain of

command, activities become even more brief (Mintzberg, 1973:34).

Additionally, Taylor and Anderson claim that graphics can "increase

productivity and efficiency and in many cases have cut the cost of

servicing clients" (Taylor and Anderson, 1986:126). Finally, Jarvenpaa

and Dickson suggest graphs are most appropriate when used for: a quick

sumary of data, depicting trends over tine, and comparing points and

patterns of different variables (Jarvenpaa and Dickson, 1986:15).

Graphs appear in a myriad of applications. Both business and

government realize that large amounts of data can be presented in a very

concise manner if graphical presentations are used. Johnson and Rice

contend that graphs can serve a two-fold function when presented in

financial or annual reports.

They can present comparative data in a manner that is easier
to grasp than information in tabular form and they can serve
as a medium for the expression of modern graphic design
effects intended to inpress the reader. (Johnson and Rice,
1990:50-51)
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Furthermore, Cleveland and McGill claam that "graphs provide powerful

tools both for analyzing scientific data and for conmunicating

quantitative information" (Cleveland and McGill, 1985:828).

DeSanctis lists six specific graphical display applications

covering a much wider range of graphing functions.

1. To facilitate the design of equipimeit and facilities.
(design graphics).

2. To organize or schedule activities for planning and
control purposes (scheduling graphics).

3. To cawmnunicate information formally that illustrates
activities, accoplishments, or trends usually to a group of
observers in a meeting (presentation graphics). -

4. To analyze data as part of a statistical or financial
analysis (analytical graphics).

5. To serve as a substitute for tables in standard data-
processing reporting (report graphics).

6. To support the decision-making activities of high-level
management (decision graphics). (DeSanctis, 1984:463-464)

Additionally, DeSanctis claims that graphical presentations in these

areas may enhance the speed of decision making (DeSanctis, 1984:464).

From the previous review of literature, it is obvious that

graphical displays can present data in many different ways. One

underlying theme of graphical presentations is that they represent an

exceptional method for comparing data. Several authors suggest that

graphical presentations may be superior to tabular or other presentation

formats when comparing trend data or making head-to-head comparisons of

capanies, operating divisions, products or processes (Christensen and

Larkin, 1992:130; Johnson and Rice, 1990:50; Steinbart, 1986:60-61; Tan

and Benbasat, 1990:431-435; Taylor and Anderson, 1986:126).
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Graphical presentations can be helpful, but they can also be

misleading. For example, a campany could present a graphical display

which distorted the underlying data for net income by not including zero

on the Y axis (Christensen and Larkin, 1992:131-132; Taylor and

Anderson, 1986:127). The effects of this distortion can be seen in

Figure 8. A more ethical approach to displaying the corpany's net

income would be to use a graphic which includes zero on the Y axis as

shown in Figure 9. Investors could view the graphs differently and may

come to different conclusions about the company's net income.

COMPANY XYZ PROFITS
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Figure 8. Deceptive Graph of XYZ Company Profits

Despite the potential for misleading graphs, many text books, such

as introductory and intermediate statistics texts, do not spend very

time explaining good graphing techniques. in fact, a convenience sample
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Figure 9. High Integrity Graph of XYZ Company Profits

of 17 introductory and intermediate statistics text books located in a

mid-sized eastern university revealed that only six books devoted from

one to four pages to misleading graphs and the remaining 11 books never

discussed misleading graphs at all. All of these text books devoted

various amnunts of time explaining how and when to present graphs and

charts but did not emphasize the potential for misleading readers of

those graphs. Table 2, on the following page, lists the-author, text

title, and nuniber of pages devoted to misleading graphs.

Even if the person viewing a graphical presentation receives same

training on high integrity graphics, he or she can still be misled. One

author, Steinbart, briefly sumarizes the problemn of good as compared

to misleading graphs:
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Table 2. Pages Dedicated to Proper Graphing Techniques.

I Pages
Author Title of Text Dedicated

Berenson & Levine Basic Business Statistics (2nd Ed) 1

Daniel Essentials of Business Statistics 0

Gitlow & Stat City 0
Oppnheim

Groehner & Business Statistics a Decision-Makina 0
Shannon Approa

Hamburg Statistical Analysis For Decisio1 0
Making (5th Ed)

Johnson & Siskin Elementary Business Statistics A 3
First Course

Kazmier & Pohl Basic Statistics For Business and 0
Economics (2nd Ed)

McClave & Benson A First Course in Business Statistics 4

McClave & Benson Statistics For Business and Econonics 3
(5th Ed)

Meek & Turner Statistical Analysis For Business 0
Decisions

Mendenhall & Statistics For Managemfent and 3
Reirmuth Econanics (3rd Ed)

Newbold- Statistics For Business and Econcmics 0

Patchett Statistical Methods For Managers and 2
Administrators

Targett Copinci With Numbers 0

Webster Applied Statistics For Business and 0
Econarics

Wonnacott & Introductory Statistics For Business 0
Wonnacott and Economics (3rd Ed)

Zuhwaylif Applied Business Statistics (2nd Ed) 0
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When properly constructed, such graphs highlight and clarify
significant trends in the data. Improperly constructed
graphs, however, distort the trends and can mislead the
reader. Even sophisticated users can be misled.
(Steinbart, 1989:60)

Another problem associated with graphical displays is that the

technology and availability of software have increased faster than the

related training for graphical presentations. Jarvenpaa and Dickson

claim that:

With end-user graphics technology, the generation of graphs
is shifting to persons lacking formal training in graphic
design with the result that there is an increased
opportunity for creating a wealth of poor quality and
incompatible graphs. (Jarvenpaa and Dickson, 1985-.2)

However, lack of training in graphical display methods is only

part of the problem. It is also conceivable that companies would

intentionally try to mislead potential investors. The next several

paragraphs summarize the results of two surveys which show that certain

companies may have tried to mislead the readers of their graphical

presentations.

Steinbart conducted a survey of 319 Fortune 500 companies and

found that 252 included graphs in their annual report. The following

paragraphs highlight the results of Steinbart's research. Of the graphs

containing sales, income, and dividend information, values were

exaggerated by a magnitude of change of about 11 percent. Additionally,

almost 26 percent of the graphs distorted the data by more than 10

percent and twenty-four graphs exaggerated trend data by 100 percent or

more. There were 22 graphs which contained a discrepancy of more than
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30 percent understatement. Finally, there were 26 annual reports which

contained graphs that distorted the data in a manner which was favorable

to the company (Steinbart, 1989:63, 65-69).

In a similar study, Johnson and Rice randomly selected 50 annual

reports from Fortune 500 companies to see if any of the companies

surveyed used misleading graphs in the presentation of financial data.

Twenty-one of the annual reports contained misleading graphs. Of 423

graphs within the reports, 125, or 29.5 percent, were misleading. Some

of the specific violations included the following: the scale on the

dependent axis did not begin with zero, the inclusion of-multiple

scales, and the inclusion of complex or logarithmic scales (Johnson and

Rice, 1990:52-54).

Within the same research effort, Johnson and Rice also found that

the annual reports contained both good and misleading graphs. In fact,

good and misleading graphs were found in 18 of the 21 annual reports

which contained misleading graphs. This indicates that the companies

which produced these annual reports way have understood how to present

accurate graphs but chose to present misleading graphs (Johnson and

Rice, 1990:59).

As a result of the previous discussion, a small but growing body

of empirical research has developed to identify and test important

facets of graphic presentations and their related interpretation. The

rest of this chapter will review some of the research, criteria, and

commentary concerning graphical displays.

21



Criteria For High Integrity Graphics

The discussion of high integrity graphics criteria is important to

this research for two primary reasons. First, by using only graphs

which adhere to high integrity graphics criteria, moderating variables

and confounds will be limited while conducting any experiment. Second,

style guides for high integrity graphics include direction on the use of

chartjunk and fill patterns. The next several paragraphs will discuss

criteria for high integrity graphics.

Concerns over potentially misleading graphs have led to the

developnt of several high integrity graphical criteria. A good

starting point for determining the degree of distortion in a graph is

found in Tufte's Lie Factor model. Specifically, Tufte says, "the

representation of numbers, as physically measured on the surface of the

graph itself, should be directly proportional to the numerical

quantities represented" (Tufte, 1983:56). The specific formula for the

Lie Factor is found in Equation 1 below.

Lie Factor = Size of Effect Shown within Graphic (1)Size of Effect within Data

According to Tufte:

If the lie factor is equal to one, then the graphic might be
doing a reasonable job of accurately representing the
underlying numbers. Lie factors greater than 1.05 or less
than .95 indicate substantial distortion, far beyond minor
discrepancies in plotting. (Tufte, 1983:57)

Several articles and books present very specific criteria for

graphical presentations. Violation of any of the criteria may lead to

misinterretation of the underlying data which are portrayed in the

graph. The Joint Committee on Standards for Graphic Presentation
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initially set criteria for graphics as early as 1915 (Joint Committee on

Standards For Graphic Presentation, 1915:790-798). More recently,

additional researchers have added considerably to that original body of

knowledge. Specifically, Taylor and Anderson correctly point out that

graphs can be misleading even when the numerical data and the graph are

equivalent (Taylor and Anderson, 1986:126-127). As a result, they

suggest a series of criteria by which to evaluate or construct graphs.

Christensen and Larkin generally agree with the criteria suggested

by Taylor and Anderson and presented additional guides. Specifically,

Taylor and Anderson found points 1, 2, 4, and 8 on Table 3 important.

Christensen and Larkin also found points 3 and 6 inportant.

Additionally, Tufte, and Cleveland discuss and present a series of

criteria for constructing high integrity graphs. They also provide

style criteria for presenting effective graphical displays (Cleveland,

1985:100-101; Tufte, 1983:107-123). There is not universal agreement on

high integrity criteria and style guide issues for graphs. Table 3

summarizes the viewpoints of several authors concerning graphical

presentations. Table 4 sumarizes the viewpoints of several authors

concerning style guides for graphs. Both Table 3 and Table 4 replicate

similar tables first created by Larkin which lists the high integrity

graphics criteria and style guidelines and indicates which authors agree

or disagree with each of the criteria (Larkin, 1990:21-25).

Results of Selected Graphical Experiments

The development of specific criteria is important, but it is

equally important to empirically test those criteria to prove their
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Table 3. Criteria For Creating High Integrity Graphics With The Authors
Who Advocate Ibeir Use (Larkin, 1990:21-25).

AUTHOR

CRITERIA FOR CROTING
HIGH INTEIRITY GRAPHICS 1 2 3 4 5 6 7 8 9 I0 n 12 13 14

1. Charts with an
arithmtic scale Should
begin at the zero base
line in order to show
the true variation in
movements. X X X X X X X X X X X X X 0

2. Use multiple scales
cautiously. X X X

3. The dependent axis
should employ a simple
arithlmtic scale. X X

4. Do not extend the
scale nuch beyond the
highest or lowest
points on the graph. X X X X X

5. If multiple curves
are shown, the same
unit scale must be
used for correct
comparison. X

6. Use labels to
defeat graphical
distortion and
ambiguity. X X X X X

7. Represent quanti-
ties by linear magni-
tudes as areas or
volumes may be
misinterpreted. X X X X X X

8. For area graphs,
the more irregular
strata should be placed
near the top. X

1 2 3 4 5 6 7 8 9 10 U 12 13 14
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Table 3. Continued.

Aum~

CRITERIA FOR CRETING
HIGH INTEITY GRPHICS 1 2 3 4 5 6 7 8 9 10 U1 12 13 14

9. Time scale
divisions must be
equal. X X X X X

10. Keep your charts
sinple to add to
clarity. X X X X

11. The horizontal
scale should usually
be read fran left to
right; the vertical
scale from bottan to
top. X

12. The general
arrangement of a graph
should proceed from
left to right. X

1 2 3 4 5 6 7 8 9 10 11 12 13 14

Table 3a. Table 3 Author Listing (Larkin, 1990:21-25).

TABLE

1. Tufte 1983
2. Taylor and Anderson 1986
3. Cox 1978
4. Schmid 1954
5. Joint Committee on Standards

for Graphic Representation 1915
6. MacGregor 1979
7. Steinbart 1986
8. Johnson, Rice and Roemnich 1980
9. Spear 1969
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Table 3a. Continued.

TABLE

NUMBER UTHOR YEAR

10. Auger 1979
11. Rogers 1961
12. Aumrican Society of Mechanical

Engineers 1979
13. Lefferts 1981
14. C'- eland 1985

Table 4. Style Guidelines For Creating Good Graphics (Larkin, 1990:21-
25).

AUTIHOR

"STYLE GUIDES" FOR
CREATING GOOD CEARTS 1 2 3 4 5 6 7 8 9 10 11 12 13 14

1. Scale breaks should
be used for false ori-
gins. X X X X

2. Graphics nmst not
quote data out of con-
text. X

3. Oblong shaped grids
are preferred to square
grids. Good standard
proportions are two to
three and three to
four. X X

4. The zero lines
should be sharply dis-
tinguished. X X X

5. The curve lines
should be distinguished
fran the grid ruling. X X X X

1 2 3 4 5 6 7 8 9 10 U1 12 13 14
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Table 4. Cotinued.

AUTHOR

"STYLE GUIDES" FU
CREATING GOOD CARTS 1 2 3 4 5 6 7 8 9 10 Ui 12 13 14

6. Try to include in
the diagram numerical
data. X

7. If the data is not
included, give the data
in tabular form accom-
panying the diagram. X X X

8. When shading, shade
from the zero line to
the curve. X

9. Vertical or hori-
zmntal shadings are not
reccmTended. X X X

10. Patterned shadings
should be of good co-
trast. X X

11. Legends should
make diagrams nearly
self-explanatory. X

12. Scales should be
such that linear re-
laticms are roughly 45
degrees to the X-axis. X

13. For column charts,
the column should be
the same width; spacing
between is mne-half the
column width. X X

14. Arrange coluirs
systematically. X X X

1 2 3 4 5 6 7 8 9 10 11 12 13 14
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Table 4. Continued.

AUTKHO

"srTLE GUIDES" Fm
CREATING GOOD CARTS 1 2 3 4 5 6 7 8 9 10 11 12 13 14

15. When a large part
of a grid is unneces-
sary, break the grid
but retain the zero
line. X

16. Eliminate all grid
lines but those essen-
tial for easy reading. X X X X X

17. On multiple curve
graphs, each curve
should be the sane
width. x X

18. If irregularities
occur in the time
sequence, include
spaces for the missing
columns. X

19. Avoid broken
scales which give in-
accurate inpressions. X X X X

20. Standardized units
of monetary measure-
ments are better than
noninal units. X

21. For most line
charts, the naxirun
number of plotted lines
should not exceed five;
three or fewer is the
ideal number. X

22. The simplest curve
patterns are usually
the most effective. A
solid line is most use-
ful. X

1 2 3 4 5 6 7 8 9 10 11 12 13 14
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Table 4. Continued.

"STYLE GUIDES" FOR
CREATING GOOD CHARTS 1 2 3 4 5 6 7 8 9 10 11 12 13 14

23. Keep your charts
as simple as possible
to add to clarity. X X

24. Do not overdo the
number of tick marks. X

1 2 3 4 5 6 7 8 9 10 11 12 13 14

Table 4a. Table 4 Author Listing (Larkin, 1990:21-25).

TABLE

NEMER AUTHOR YEAR

1. Tufte 1983
2. Taylor and Anderson 1986
3. Cox 1978
4. Schmid 1954
5. Joint Committee on Standards

for Graphic Representation 1915
6. MacGregor 1979
7. Steinbart 1986
8. Johnson, Rice and Roemmich 1980
9. Spear 1969

10. Auger 1979
11. Rogers 1961
12. American Society of Mechanical

Engineers 1979
13. Lefferts 1981
14. Cleveland 1985

validity. Several experiments have been conducted in which various

criteria of good graphical presentations were violated. The next
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several paragraphs will briefly describe saw of the p ts

conducted to date.

Taylor verified that the violation of specific criteria misled

decision makers. In her experiment, she presented bank loan officers

with two sets of graphs representing financial data from fictitious

colpanies. one set of graphs was considered accurate while the other

set violated high integrity graphics criteria and was considered

misleading. The underlying data for both sets of graphs were identical.

The net result was that the loan officers correctly interpreted the data

using the high integrity graphs, but misinterpreted the data fram the

misleading graphs. In essence, these loan officers believed that the

c--panies whose financial data were represented in the misleading graphs

were performing better than those campanies represented by the accurate

graphs (Taylor, 1983:U6-127).

Vogel, Dickson, and Lehman conducted an experimnt in which

students were asked to cnmmit to taking time management courses. It was

explained to the students that these courses would cost $15.00 per

course and would take approximately six hours to cauplete. One group of

students received a presentation concerning the course without visual

support while another group of students received the sane presentation

with visual support (inage enhanced graphics). Students receiving the

visual support with the presentation planned on spending 16.4 percent

more time and 26.4 percent more money on the courses. The authors claim

that overall, using the time measure, the visual support yielded a

"forty-three percent improvement in action" (Vogel, Dickson, and Lehmn,

1986:5-6). The authors state that, "in particular, visual support can
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be seen to have affected the perception of a presenter as being more

concise, clear, making better use of supporting data, more professional,

more persuasive, and more interesting" (Vogel, Dickson, and Lab=,

1986:7-8).

Tan and Benbasat conducted an experiment in which they tried to

determine the correct graphical display given specific data extraction

tasks. Specifically, they suggest that bar charts have high x-value

anchoring while symbol and line graphs have moderate and low x-value

anchoring. Bar charts and symbol plots have moderate y-value anchoring

while line graphs have low y-value anchoring. Anchoring- suggests that

certain parts of a graph act as relevant cues for the reader. High x-

value (y-value) anchoring would occur when data extraction tasks are

closely associated with known, or unknown, x-axis (y-axis) values.

Finally, bar charts have low entity anchoring and symbol plots and line

graphs have moderate and high entity anchoring. In this case, entity

anchoring refers data extraction tasks involving an entire dataset.

Using a factorial design experiment, they were able to determine that

there were no differences between the graphical formats in terms of

interpretation accuracy. However, they did find that there was a

statistically significant difference in terns of the tile taken to

perform data extraction tasks between the various graphical formats.

When the mode of graphical presentation was correctly matched to the

data extraction tasks (i.e. high x-value, y-value, or entity tasks), the

experimental subjects were able to interpret the graphs faster than when

the data extraction tasks were not correctly matched to the mode of

graphical presentation (Tan and Benbasat, 1993:167-189).
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Moriarity conducted an experiment in which he used schamtic

(Chernoff) faces to represent six years of financial trend data for 22

real world cumpanies. The identity of the caipanies was masked to keep

the experimental subjects from using prior knowledge. Additionally,

seven of these companies had filed for Chapter 10 or 11 bankruptcy

protection. The task given to the experimental subjects was to

correctly forecast whether or not the companies would file for

bankruptcy. Introductory accounting students were used as the

experimental subjects because they were not believed to be sophisticated

users of financial information. The faces were designed by caoputers.

Each feature of the face such as the ears, eyes, nose, mouth, etc. was

linked to a specific Dun and Bradstreet key business ratio. As the

ratio changed from year to year, the feature would also change (through

a strict mathematical transformation). When the ratios improved, a

smiling face was presented, but as ratios becam worse, the face would

begin to frown. Experimental subjects were presented the financial

information for the various carpanies using either; (1) faces without

explanations of what they meant; (2) faces with a brief explanation; (3)

financial information required to compute the key business ratios; or

(4) the key business ratios. Moriarity found that forecasts of

bankruptcy were significantly better when using faces incorporating the

ratios both with, and without explanations. Additionally, the time

taken to forecast for bankruptcy was significantly better using faces

than when using the other modes of presentation. Specifically the

average time to forecast whether a firm would go bankrupt under each

presentation mode was; (1) 3 minutes, 29 seconds for faces without
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explanation; (2) 6 minutes, 12 seconds for faces with explanation; (3) 7

minutes, 20 secos for financial statement balances and; 8 minutes and

1 second for financial ratios. Moriarity suggests that for

unsophisticated users of financial information, schematic faces may

improve both the speed and accuracy of the decision process (Moriarity,

1979:205-223).

DeSanctis and Jarvenpaa conducted an experiment which tried to

determine whether or not "bar graphs improve the accuracy of forecasting

of financial statement information" (DeSanctis and Jarvenpaa, 1989:509).

Within their experiment, they used either a graphical, tabular, or a

combined presentation mode to represent earnings per share data. The

experimental subjects (48 NBA students) provided more accurate forecasts

of earnings per share when using graphical presentations versus

numerical tabular data. Additionally, forecasts using combined tabular

and graphical presentations were more accurate than those using only a

graphical or tabular presentation. However, the results were

significant at a 0.10 level of significance, but were not significant at

a more strict 0.05 level of significance. DeSanctis and Jarvenpaa did

find same support for the notion that the experimental subject's

forecasts would improve as they learned how to interpret the graphical

presentations. After a period of five trials, the graphical and

combined displays outperformed the numeric data presentation even at a

.05 significance level.

Table 5 summarizes same of the important statistical measures and

outcomes of the experiments described above.
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Table 5. Results of Selected Experiments.

Experinental
Author Date Design Findings Statistic n

Taylor 1983 Diff of Mean Graphs violating high- 162
integrity criteria were
misinterpreted

Semi 1 ogarithnic
scale p=.0000*

Discretionary pre-
sentaticn of years pI.0000*

Multiple amount
scales p=.0000*

Financial statement
presentation order p= .0000*

Zero-based point
of reference p=.0124*

Strata chart p=.0205*

Scale range p=.0253*

Grid proportions p= .3135

Vogel, 1986 Factorial Perceptions of the pre- %315
Dickson, & senter more favorable in
Lehman terms of being more:

Prepared p=.10

Concise p=.001*

Professional p=.05*

Clear p=.001*

Persuasive p=.05*

Credible p=.10
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Table 5. Continued.

Experinmtal
Author Date Design Findings Statistic n

Vogel, 1986 Factorial Continued: %315
Dickson, &
Lekman

Interesting p=.05*

Strong p=.10

Attractive sup-
porting data p= .01*

Tan & 1993 Factorial Accuracy of bars vs. 72
Benbasat symbols vs. lines:

Session 1
(no difference) p=.9 7 *

Session 2

(no difference) p=.99*

Tiwe perforngnce:

High x and y value
Line > bar & symbol p<.01*

Line better for
High x low y value vs.
High x and y value p<.01*

Bar charts better for
High x and y value vs.
High x and low y value p<.Ol*

High x and low y value
Bar > symbol & line p>.Ol*

Moriarity 1979 Factorial Accuracy of forecast:

Faces no expln.
> faces expln. t=.417 121

Faces no expln.
> balances t=.333 144

Faces no expln.
> ratios t=2.154* 146
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Table 5. Cantinued.

Experinmtal
Author Date Design Findings Statistic n

Moriarity 1979 Factorial Accuracy of forecast:

Faces expln.
> balances t=.713 131

Faces expln.
> ratios t=2.450* 133

Balances
> ratios t=1.852* 156

Time performance:

Faces no expln.
< faces expln. t=12.946* 121

Faces no expln.
< balances t=13.426* 144

Faces no expln.
< ratios t=11.323* 146

Faces expin.
< balances t=3.609* 131

Faces expln.
< ratios t=4.176* 133

Balances
< ratios t=1.656* 156

DeSanctis & 1989 Factorial Presentation mode
Jarvenpaa accuracy: 48

Between all present-
ation modes F=2.825

After learning effects:

Numeric < Graphics F=-4.278*

Numeric < Combined FP-5.511*

Graphic < Combined F=- .142

* Czsidered statistically significant above the .05 level
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The debate concerning graphical versus tabular presentations of

data has been going on for many years with mixed results. Potential

explanations such as complexity and task environment (i.e. spatial data

extraction tasks, such as interpreting trends versus symbolic data

extraction tasks, such as identifying specific values), have been

suggested as causes for differing results (Vessey, 1991:219-220). Table

6, originally presented by Vessey, lists the results of several

exeri ts comparing graphs to tables.

Several experiments have been conducted at AFIT within the past

three years. The next several paragraphs report on the -findings of

those experiments.

Larkin conducted an experiment using WFIT students to determine

the effects of violating specific high integrity graphics criteria.

Specifically, he wanted to see if violating the criteria would lead to

inaccurate conclusions concerning the data presented in graphs. The

experinunts tested the temporal/sign, strata, dimension, and multiple

scaling criteria. The students were allowed 30 seconds to evaluate the

graph and 15 seconds to answer questions concerning the graph. When the

criteria for good graphs were violated, students in the experimental

group consistently misinterpreted the graphs. The results were

significant with an alpha level of .0712 or lower in all areas except

nultiple scaling (Larkin, 1990:56-63).

Kern tested 68 AFIT Professional Continuing Education students to

see if manipulation of Tufte's Lie Factor had any effect on graphical

interpretation. He found that "g-aphs fonmulated in violation of

Tufte's Lie Factor can mislead decision makers" (Kern, 1991:43). His
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Table 6. Table Versus Graphical Presentation Modes (Vessey, 1991:230).

Types of Dependent Results

Author Questions Variables Accuracy Tim

a. Analysis of paradigmatic spatial acquisition tasks

Comparing patters of data:

Washburn (1927) Spatial Accuracy G>T

Watson & Driver (1983) Spatial Accuracy G=T

Umanath et al. (1988) Spatial Accuracy G>T

Unsnath et al. (1990) Spatial Accuracy G>T

Wainer & Reiser (1976) Spatial Time G>T

Recognizing trends:

Washburn (1927) Spatial Accuracy G>T

Interpolating values:

Carter (1947) Accuracy GT
Time G>T

Carter (1948) Accuracy C-T
Time G>T

b. Analysis of symbolic information acquisition tasks

Point/value reading:

Washburn (1927) Symbolic Accuracy T>G

Carter (1947) Symbolic Accuracy T>G
Time T>G

Carter (1948) Syrbolic Accuracy T>G
Time T>G

Powers et al. (1984) Symbolic Accuracy T>G
Time T>G

Point/value recall:

Umanath et al. (1990) Symbolic Accuracy T>G
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ezex t involved measuring the difference in perception between

graphs constructed using high integrity criteria and those violating

Tufte's Lie Factor. The graphs involved had lie factors of between 1.4

and 24.3. All graphs had a p-value of less than .1151, with several

much lower. Finally, Kern reports that his results were significant,

with a p-value of .0001 for graphs with positive trends and .0014 for

graphs with negative trends (Kern, 1991:38-43).

Carvalho and Mbtlillan found that graphs using scale breaks can be

deceptive. One hundred and forty seven WIT and Ohio State University

students, plus additional DoD personnel participated in the experiment.

The authors report that the "graphs with a scale break were interpreted

differently from those without a scale break" (Carvalho and Mc4illan,

1992:56). As in other AFIT experiments, Carvalho and HcMillan

determined that the experimnmtal subjects perceived graphs using scale

breaks differently than those not using scale breaks. Furthermore, the

degree to which the scale break violates Tufte's Lie Factor, was found

to be significant. The larger the lie factor generated by the scale

break, the greater the distortion of the experinital subject's

perception. The results of their experiment were significant and showed

that graphs containing only a small lie factor registered a p-value of

.2349, while graphs containing large lie factors had a p-value of .0042.

The authors also found that there were significant differences in

interpretation of line graphs, but "a difference in interpretation was

not evident for the combined bar graph responses" (Carvalho and

McMillan, 1992:52). Finally, demographics were found to be significant

when interpreting graphs. Specifically, differences were found in
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graphical interpretatio based upn the sex and the degree to which the

e Ital subject bad worked with graphs in the past (Carvalho and

Mclillan, 1992:55-58, 104-116).

Another recent experimnt ccnducted at AFIT was by Barber and

Dunn. They tested 99 AMIT students and DoD personnel to see if iconic

graphs were interpreted differently than traditicnal bar graphs. The

results of their study suggest that there was no statistical difference

between the interpretation of the two types of graphs. They did,

however, find that there were preferences toward certain iomuic graphs.

Viewers of these graphs seemed to like, or prefer, the ivcmic

presentation of data more than the traditicnal bar graph. AMditionally,

they found that the gender of those tested was not a factor in graphical

interpretation. This finding was at odds with the results reported by

Carvalho and McMillan (Barber and Dunn, 1992:77, 100).

Table 7 summarizes scue of the important statistical measures and

outcmes of the AFIT experinmnts described above experiments.

Fill Patterns and Chart itk

The literature surrounding chartjunk and fill patterns is sparse,

at best. However, most of the literature which does exist seems to

support the notion that it is better to use less chartjunk rather than

more. Ncoetheless, some authors do suggest using various fonts of

chartjunk to include different types of fill patterns. For instance,

Slater points out that today's graphics presentation software allows

users to "produce color sides with bar charts and pie charts frcm
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ale 7. Fesults of APIT Experiwents.

Experinutal
Author Date Design Findings Statistic n

_ _ _MMM -

Larkin 1990 Pre-test/ Graphs violating high- 63
Post-test integrity criteria proved

misleading:

Rotated bar
reversed x-axis p=.6133

Area graph
irregular strata
at bottom of graph p= .0000*

Bar chart
use of volume vs.
Linear magnitude p=.0000*

Line chart
reversed vertical
scale p=.0712

Line chart
reversed x-axis
tine scale p=.0004*

Bullseye chart
mislabeled quadrants p=.0098*

Kern 1991 Pre-test/ Positive and negative 68
Post-test trend graphs formulated

with lie factors > 1.05
and < .95 are misleading

Lie factor = 24.3 p=.062*

Lie factor = -1.0 p=.0005*

Lie factor = 14.3 p=.0968

Lie factor = 11.1 p=.0026*

Lie factor = 1.7 p=.1079*

Lie factor = 1.4 p=.1151
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Table 7. Continued.

Experimental
Author Date Design Findings Statistic n

Carvalho 1992 Pre-test/ Graphs with scale breaks 147
& McMillan Post-test an the dependent axis are

interpreted different 1 y
than graphs without a
scale break p=.0174*

Graphs with
dramatic lie factor p=.0042*

Graphs with non-

dramatic lie factor p=.2349

Line graphs p=.0000*

Bar graphs p=. 3002

Barber 1992 Pre-test/ Analysis of Iconic graph 99
& Dunn Post-test presentation

Iconic graph area
manipulation doesn't
affect perception p= .5754

No preference be-
tween iconic area
manipulation and
traditional graph
presentations p=.0004*

Horizontal iconic
graphs do not
affect perception p=. 4438

No preference be-
tween horizontal
iconic and tradi-
tional graph
presentation p=.3682

Vertical iconic
graphs do not
affect perception p=.7642
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Table 7. Continued.

Experimental
Author Date Design Findings Statistic n

No preference be-
tween vertical
iconic and tradi-
tional graph
presentation p=.0012*

Gender does not
affect the im-
pression of iconic
graphs

Male p=.8026

Femal e p=.8104

* Considered statistically significant above the .05 level

imported spreadsheet data, illustrate their work and wrap multiple text

fonts around clip art images" (Slater, 1991:35-36). Morgenstern

suggests that a graphics user can "spiff up" a chart or graph by

changing fill patterns or colors between bars or areas within the graph

(Morgenstern, 1992:34). Finally, Holmes, responding to criticism by

Tufte said, "Tufte in his insistence on absolute mathematical fidelity,

remains trapped in 'the world of academia' and insensitive to 'the world

of commerce,' with its need to grab an audience" (Pattmn-, 1992:31).

Unfortunately, very little has been accomplished in terms of empirically

testing the notion that chartjunk or fill patterns affect the perception

or decision mraking of the viewer of a graph. Table 8 is a condensed

version of Table 3 and Table 4 and lists chartjunk ccurponents and which

authors support those components.
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Table 8. Chartjunk Cacwents With The Authors Who Advocate Minimizing
Their Use (Larkin, 1990:21-25).

AUTHOR

CHIRTJUNK CX~PCNT 1 2 3 4 5 6 7 8

1. When shading, shade
from the zero line to the
curve. X

2. Vertical or horizontal
shadings are not
recoended. X X X

3. Patterned shadings
should be of good contrast. X X

4. Eliminate all grid
lines but those essential
for easy reading. x x x x x

5. Keep your charts as
simple as possible to add x
to clarity. X X

6. Do not overdo the X
number of tick marks. X

7. Avoid interior
decoration of a graph. X

Table 8a. Table 8 Author Listing.

TABLE

NUMBER AUTHOR YER

1. Tufte 1983
2. Schmid 1954
3. MacGregor 1979
4. Spear 1969
5. Rogers 1961
6. American Society of Mechanical

Engineers 1979
7. Lefferts 1981
8. Cleveland 1985
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Despite the lack of empirical evidence, sam authors believe that

chart jmk and fill patterns serve no purpose and umy even distort the

accurate perception of the underlying data of a graph. For exzwle,

Tufte claims, "the interior decoration of graphics generates a lot of

ink that does not tell the viewer anything new" (Tufte, 1983:107).

Furthermore, he says that chartiunk, especially the types which exploit

the moir& effect are "inevitably bad" and that shades of gray or

specific labeling should be used instead (Tufte, 1983:108, 111).

Finally, Tufte claims that the improper use of chartjumk and fill

patterns clouds the flow of information fran the graph to the viewer

(Tufte, 1983:108).

Cleveland claim one of the prinary criteria for ccnstructing good

graphs is to avoid clutter within the data region. He states that whsn

a graph is cluttered, "it is hard to visually disentangle what is

graphed" (Cleveland, 1985:36). He goes on to state:

There are many ways to obscure the data, such as allowing
other elements of the graph to interfere with the data or
not nmking the graphical elemnts encoding the data visually
praninent. We should eliminate superfluity in graphs.
Unnecessary parts of a graph add to the clutter and increase
the difficulty of making the necessary elements - the data -
stand out. (Cleveland, 1985:24)

A nmnual produced by CalCwp, a subsidiary of Lockheed, describes

good overhead presentation methods, and suggests that preparers of

graphs and charts, "keep the so-called chartiunk - tick marks, grids,

labels, and decorations - to a mininum. Emphasize the data, not the

design" (Master Graphics, 1990:5). The manual also claims, with regards

to pie charts, that colors should be used rather than cross-hatching
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type fill patterns because the fill patterns make it harder to

accurately compare slice proportions (Master Graphics, 1990:3).

Despite the concerns of Tufte and Cleveland, fill patterns and

visual supports, to include chartjunk and fill patterns, are used to

help promote or sell ideas and products. As stated previously, a study

by Vogel, Dickson, and Lehman found that students subjected to

presentations using visual supports, to include graphics, planned to

spend more time and money on specific academic program. than students

not subjected to the visual supports (Vogel, Dickson, and Lekman,

1986:5-20).

In a similar study, Jarvenpaa claimed that the decision process is

strongly contingent on the graphical presentation format:

A graphical presentation format is a part of a task
envirnatent, and changes in a presentation format can lead
to changes in the decision strategies used. Specifically,
the way the graphical information is arranged on a display
affects the order in which decision makers acquire
information. (Jarvenpaa, 1987:298)

The previous discussion underscores the controversy concerning

whether graphical displays which are enhanced through decoration of the

data region can, in fact, influence decision makers. Several authors,

as referenced by Table 8 above, believe that chartjunk and fill patterns

are unnecessary and should not be used. Nonetheless, sawe research

findings seem to indicate that the method of graphical display, which

may include chartiunk and fill r -xns, can be important to decision

a4king activities.
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Conclusion

Most of the articles surveyed noted significant increases in

computer technologies and associated graphic software. The

proliferation of graphic software has node it possible for virtually any

company or organization to prepare professional graphics (Christensen

and Larkin, 1992:130; Taylor and Anderson, 1986:135).

One commw underlying theme or concern of the various authors is

that the skills and abilities of both those who present graphs and those

who use then in the decision making process have not kept pace with the

proliferation of software applications and technology (Christensen and

Larkin, 1992:130-131; Jarvenpaa and Dickson, 1985:2; Johnson and Rice,

1990:50; Steinbart, 1989:60; Taylor and Anderson, 1986:126, 135).

Research into investigative question one (What standards have been

developed to ensure the integrity of graphical presentations and the use

of chartjunk?), showed that there are numerous standards which have been

developed for graphical presentations. As a result of the concern over

misleading graphs, several researchers suggested specific criteria to

ensure the integrity of the underlying data within the graph. Tufte

developed an equation which accurately measures the degree of distortion

in a graph (Tufte, 1983:56-57). Additionally, Tufte, Cleveland,

Christensen and Larkin, Taylor and Anderson, plus several other authors

propose specific criteria for the production of high integrity graphs.

Graphs constructed by applying their criteria should present data in a

clear and concise manner (Christensen and Larkin, 1992; Cleveland, 1985;

Taylor and Anderson, 1986; Tufte, 1983). Finally, several style guides,
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which include aspects of chartju* have been developed. Table 3 and

Table 4 summarized meny of those standards.

To answer investigative question two, a review of graphical

experiments was conducted. These experiments verified eapirically that

violating specific criteria may cause the readers of graphics to be

misled because of distortions of data contained in the graph (Carvalho

and Md4illan, 1992; Johnson and Rice, 1990; Kern, 1991; Larkin, 1990;

Steinbart, 1989; Taylor, 1983). Also, Johnson and Rice, and Steinbart

detected deceptive graphs within annual reports (Johnso and Rice,

1990:50-52, 55-56; Steinbart, 1989:63-70). Tables 5, 6,-and 7

suammrized the results of the experiments listed within this chapter.

Despite a substantial number of experiments concerning graphical

presentations, no experiments could be found which empirically verified

the effects on perceptions or decision naking when graphs included forms

of chart junk. Barber and Dunn's experiment measuring the effects of

iconic graphs represents the closest efforts at measuring chartjunk

issues to date. As a result of the lack of guidelines and empirical

evidence on the effects of chartiunk, an experiment was conducted in

which specific forms of chartjunk were ninipulated. The results of that

experiment are reported in Chapter IV of this thesis.

Finally, in researching investigative question four (What

preferences exist concerning various forms of chartjunk versus graphical

presentations which do not contain chartjunk?), this chapter discussed

the fact that niny authors do not believe chartjunk or fill patterns are

appropriate. Table 8 summarized aspects of chartjunk which various

authors felt should be eliminated or kept to an absolute mininum.

48



Furthermore, same authors suggest that they may even distort the

viewer's perception of the graph (Cleveland, 1985:24, 36; Tufte,

1983:107-108, 111). Additionally, same studies show that graphical

formats and supports may be capable of manipulating the decisicn made by

the viewer of the graphic (Jarveipsa, 1987:298; Vogel, Dicksm, and

Lehman, 1986:5-20).
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III. Methodolooy

This chapter describes the methodology used to research

investigative questions and the hypotheses concerning whether fill

patterns can affect interpretation of the underlying data of a graphical

display. Within this chapter, there are nine sections. Section one

gives a brief introduction to the objectives of this research project

and its associated hypotheses and investigative questions. Section two

discusses the factorial experimental design used during the behavioral

experiment conducted on graphical interpretation. Section three

outlines the specifics of how the experimental package was developed.

Section fuur explains key elements of the statistical procedures tsed

throughout the experiment. Section five discusses concerns regarding

internal and external validity with regards to this research and

discusses issues and concerns regarding the sarple population. Section

six deals with specifics of constructing the experimental package.

Section seven describes how the experimnnt wps administered. Section

eight describes the construction of the Eknd-of-Exercise Questionnaire.

Finally, section nine briefly summarizes the first eight sections.

Introduction

The primary objective of this study is to determine if bar graphs

with fill patterns inside the bars affect perception, interpretation, or

decision making. The investigative questions are as follows:

1. What standards have been developed to ensure the integrity of

graphical presentations including those which contain chartjunk?
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2. Is there empirical evidence to support the proper use of

graphs to include those containing chartjunk?

3. Are there any demographic trends related to chartjunk and

graphical interpretation?

4. What preferences exist concerning various forms of chartjunk

versus graphical presentations which do not contain chartjunk?

The primary null hypotheses (H 0 ) for this research fol ow:

1. Manipulation of the mode of presentation and trend of data do

not affect decision making.

2. Manipulation of the mode of presentation and trend of data do

not affect interpretation of the significance of a trend.

3. The manipulation of the mode of presentation and trend of data

do not affect the perception of confidence in decision making.

4. The manipulation of the mode of presentation and trend of data

do not affect the perception of risk in decision making.

5. The manipulation of the mode of presentation and trend of data

do not affect the confidence of decision making.

6. Gender does not affect decision making.

Investigative questions 1, 2 and 4 were answered in Chapter II,

Literature Review. A behavioral experiment using ink and white paper

copies of computer presentations, presented in a business scenario, were

used to answer the primary hypotheses. Investigative question 5 was

answered by inserting demographic questions in an end-of-exercise

questionnaire placed at the back of the experimental package. Specifics

of how the experiment and end-of-exercise questionnaire were designed,

administered, and analyzed follows.
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Experimental Design

To test investigative question 3 and the primary hypotheses, a

completely randomized factorial experinntal design was used. This

experimental design was chosen because of the need to analyze the nmin

and interactive effects of the two experimental variables of interest,

that of trend and presentation mode. Information obtained from

factorial experiments is more complete than that obtained from a series

of single factor experiments because only a factorial experimental

design will permit the evaluation of interaction effects (Winer, 1971:

309). An interaction effect is an effect attributable to the

combination of variables above and beyond that which can be predicted

from the variables considered singly (Winer, 1971: 309).

A factorial experiment permits the researcher to make decisions

that have a broad range of applicability. In addition to information

about how the experimental variables operate in relative isolation, the

researcher can predict what will happen when two or more variables are

used in combination with one another (Winer, 1971:309).

The design of a factorial experiment is concerned with answering

the following questions (Cox, 1958:23):

1. What factors should be included?

2. How many levels of each factor should be included?

3. How should the levels of the factors be spaced?

4. How should the experimental units be selected?

5. How many experimental units should be selected for each

treatment combination?

6. What steps should be used to control experimental error?
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7. What criterion mmasures should be used to evaluate the effects

of the treatment factors?

8. Can the effects of primary interest all be estimated

adequately fran the experimental data that will be obtained?

The answers to these questions will be addressed in detail in this

chapter and the chapters that follow.

The Experiuent

The factorial experiment was designed to analyze the manipulation

of two factors, Trend and Mode of Presentation, to determine their

effects on the response variables of decision making, degree of

confidence, degree of risk, and significance associated with the trend

of numerical information. For the purposes of this research, the term

factor is used interchangeably with the terms treatment and experimental

variable. More specifically, a factor is a series of related treatments

or related classifications (Winer, 1958:311).

The number of levels within the factor are determined mainly by

the degree to which the experimenter desires to investigate each factor

(Winer, 1971:311). Additionally, the levels of the factor are basically

determined by the kinds of inferences the experimenter wishes to make

upon conclusion of the experiment. In this experiment, three separate

levels were chosen for the experinmntal variable Trend: increasing,

decreasing, and constant trends of numerical information; four levels

were chosen for the experimental variable Mode of Presentation: vertical

bar graphs containing light, medium, and heavy cross-hatching, and a

tabular presentation mode. The specific numerical information used to

create the various graphs are contained in Appendix B. The experimental
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variables, Trend and Mode of Presentation along with their associated

levels, are all qualitative variables and were analyzed as such in the

experinent.

When the number of levels of a factor included in an experiment

are equal to the entire population of factors, then that factor is

considered to be fixed. Also, when the selection of the levels for a

particular factor are determined by saw systematic non-random

procedure, then that factor is also considered to be a fixed factor

(Winer, 1971:313). In this experiment, the levels chosen for the

experimental variables of interest were selected in a non-randam

systematic manner prior to execution of the experiment. Therefore, the

factors of Trend and Mode of Presentation are evaluated in the

experiment as fixed factors.

Dimensions of a factorial experiment are indicated by the number

of factors and the number of levels of each factor. The dimensions of

this experiment which contains two factors, Trend with three levels and

Mode of Presentation with four levels, is described as a 3 X 4 (read

"three by four") factorial design. The treatment combinations in this 3

X 4 factorial experinnt are represented schematically as follows:

Levels of Factor M (mode of Presentation)

mI m2 m3  m 4

Levels of tI tr 11 tro12 tm13 tin 1 4

factor T t2 tmn21 tM 22 tin23 to 24

(trend) t 3  tin3 1 tin 32 tim33 tin34
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In this schemtic, t 1 , t2 1 and t 3 designate the levels of factor

T (Trend); miI, m 2 , m3, and m 4 designate the levels of factor M (Mode

of Presentation). In this 3 X 4 factorial experiment, twelve possible

experimental treatnmnt coudinations were formd (i.e., t X m different

treatment combinations are possible).

Implementation of an analysis of variance model requires

determunaticn of appropriate sample sizes (Neter, Wassernmn, and Kutner,

1990:633). The proper planning of sample sizes for ANWVA problems

provides protection against Type I error (deciding the null hypothesis

is false when in fact it's true) and Type II error (accepting the null

hypothesis when it is false) so that the estimates of interest have

enough precision to be useful.

The procedure used in the experinmt to determine the sample size

(n) was the power approach (Neter, Wassermin, and Kutner, 1990:634).

The power approach uses the power of the F test to determine the

probability that the decision rule will lead to a Type II error. To

calculate the power of the F test, the following equation is used:

Poer = P(F>F(l - a; z - 2, n -z) R) (2)

Where F is the test statistic used to compare variances, a is the

probability of a Type I error, r is the number of factor levels, n? is

defined as n*r, # is the noncentrality parameter, that is a measure of

how unequal the it are, and where # is calculated as follows:

1J " (j&2 - I")2 (3)
55z
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Where o is the standard deviation, n i is the factor level sample size,

Vii is the factor level sample mean, and where p. is the mean of the

sample means and is calculated as follows:

.= , ni - n, T- factor levels (4)

In planning the sample size for this experiment, the inimnun range of

factor level means used to detect differences between the p i with high

probability was required. This mininum range is denoted by A and was

determined to be $10,000 frara the pilot study results. The variable, A,

was calculated using:

A = max(pL) - min(IA&) (5)

In addition to determining A, the magnitude of a, the standard

deviation of the probability distribution of Y (Y is the population

distribution), was also required. This was derived from analysis of the

pilot study conducted and was detenmined to be 7556.0.

The variables A and a were then used to calculate the following

ratio:

A _ 10,000 = 1.32 (6)
a 7556

Power of the F tests were then used to plan the sample sizes

(Neter, Wasserman, Kutner, 1990:U151-U152). In addition to the A/c

ratio, two other specifications were required to use the power charts:
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1. The level of a which the risk of making a Type I error is to

be controlled.

2. The level 0 at which the risk of making a Type II error is to

be controlled.

With this information, it was determined that at the a = .05, and

(3 = .2, a sample size of 15 per cell would be required in the factorial

experiment to protect against Type I and II errors.

In the experiment, elements observed under each of the treatment

combinations were extracted from the population of interest.

Specifically, the elements were taken from the target population of mid

and upper level Department of Defense (DoD) managers attending P(E

course. A total of 15 elements (n) were observed under each treatment

combination in the experiment. This required a total of n*t*m elements

from the population (180 people). The n*t*m subsanples were then

subdivided at random into t*m subsanples of n=15 each. These subsamples

were then assigned at randam to the twelve treatment combinations.

Statistical Analysis

The general format used to identify the differences between the

various experimental treatment means within the factorial designed

experiment was the application of a dultifactor Analysis of Variance

(ANOVA) technique. This technique determines the effects of the factors

of Trend and Mode of Presentation on the primary response variable

decision making. A Multifactor ANOVA is very effective when two or more

factors affect a key response variable (John, 1971:66). The procedure

was used to analyze the effects of the factors Trend and Mode of
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Presentation on several decision making response variables and allowed a

cnma ari*a between treatmnt umans to be made.

Additionally, a Multifactor NOVA was used to conduct analysis of

questions one through ten contained in the end-of-exercise

questionnaire. In these questions, the procedure allowed a

determination to be made c en any correlations that existed

between Trend and Mode of Presentation and perceptual interpretations.

The following MkOMA model suited for a two-factor experimental

design was used to test Null Hypotheses 1 through 4:

Yij -Ix +Ni +-T j + Wij +÷e ij (7)

where p is a constant, Mi represents the main effect of the factor Node

of Presentation (i = 1,... ,4, where I = vertical bar graphs with no

cross-hatching inside the bars, 2 = vertical bar graphs with a light

intensity of cross hatching, 3 = vertical bar graphs with a heavy

intensity of cross-hatching, 4 = a tabular data mode of presentation),

Tj represents the main effect of the factor trend (j = 1,...,3, where 1

= an increasing trend, 2 = no change in trend, and 3 = a decreasing

trend), N ij represents the interaction effect of both factors Mode of

Presentation and Trend, e ij represents the experimental error term.

A one-way ANC7A was also used to determine if there was any

statistical difference between uniquely defined groups. This involved

the analysis of the demographic data with various daigxraphic factors

considered to be treatments. This data were categorical in format.

The experiment tested all hypotheses based on a completely random

and independent sawpling of the population. The variances of the
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populations were iuxnko but assumed to be equal. The test for

population normality used for this research was the Wilk-Shapiro/Rankit

Plot (Statistix User's Manual, 1991:242).

The level of significance a was set at .05 for all tests. If a p-

value was obtained which was less than or equal to the stated a, we

rejected the null hypothesis with a confidence level of 95 percent.

The primary focus of our research was to determine if the Mode of

Presentation (i.e. graphical with three levels and tabular data) made

any significant statistical difference on decision making and

perceptions of the population being tested. To focus in on the main

effects of this factor, the data of all dependent response variables for

Company A and B were normalized to negate the effects of bias created by

the decision rule. By normalizing the response variables, the data were

then objectively analyzed to determine the effects both factors had on

decision making. The data were normalized by using the range scale of

$50,001 to $70,000 for increasing trend scale and adding either $20,000

or $40,000 respectively to the no change and decreasing trend responses.

This simple procedure allowed for a more accurate analysis of a

difference between the different factor level treatment ccmbinations to

be made. The example below illustrates how each response variable was

normalized:

Example 1: If the response data were between $50,001 - $70,000,

the data was left unchanged.

Example 2: If the responses were between $10,000 - $30,000, (data

representing a decreasing trend interpretation) $20,000 was added to

each response.
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Example 3: If the resposes were between $30,001 - $50,000, (data

representing a no chang trend interpretation) $40,000 was added to each

response.

By using a completely randomized design to conduct the 3 X 4

factorial experiment, an 'Y' statistic could be used to calculate the

measure of treatment man variability (MST) and the measure of sampling

variability (Mz). The F statistic allowed an evaluation to be mude an

whether or not there were any statistical differences in uniquely

defined groups within the experiment. Specifically, AWYA was used to

analyze differences in treatment muas associated with the experimental

variables of Trend and Mode of Presentation.

Hypothesis-testing procedures using the F statistic are based on

certain assumptions that are necessary for the mathematical

justification of the procedure. Because F is a random variable formed

from the ratio of two ient Chi-square variables, it follows that

the assumptions of Z2 are also the assumptions of F. A basic assumption

of the .2 distribution is that the population is normally distributed.

It is further assumed that random sampling from a normally distributed

population is employed. It follows from the definition of a random

sample that the selection of one observation is independent of another

observation.

In summary, hypothesis testing based on the F statistic as the

theoretical model involves the following assumptions:

1. Observations are drawn from normally distributed populations.

2. Observations represent random samples from populations.

3. Variances of the populations are equal.
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4. Numerator and dencminator of the F ratio are independent

(Kirk, 1968:220).

The following paragraphs will describe the statistical tests used,

followed by a brief example of each. Each example uses dummy data.

Additicnally, exact steps needed to conduct the tests using Stataraphics

software are contained in the Stataraphics User's Manual (1992). The

test statistic is identified by an "F".

In calculating the ANVA in the factorial experiment, several F

statistics were derived to conduct a ccoiplete analysis of the main and

interactive effects of the experimental variables on all response

variables. Additionally, the F statistic was used to determine if there

were any statistical differences in uniquely defined groups within the

experiment such as those defined by demographic characteristics. The

form.ila for "F" is:

F-P (8)

Additionally, the fornulas for computing WST and MSE are as

follows:

p

P - 1 (9)

ICE (10)
n-p

where MST is the unbiased estimator of a2, MSE is an unbiased

estimator of the cawtim variance 2, Y represents the overall mean
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response, and p represents treatmnets. The following exauples

illustrate how the F statistic was used to test hypotheses in the

behavioral experiment.

One of the hypotheses that was listed using the F statistic was

the hypothesis that the gender of the respondents doesn't affect their

decision nmking ability. To list this hypothesis, we conducted a single

test to find out whether the gender of the respondents affected the mean

responses of the loan decisions made for each company. The null

hypothesis we tested was H 0 : P 1  P 2 2 "'" P 12" The primary

purpose for nuking such a test was not to prove that the population

means are equal, rather, to see if the differences between the means are

too simall to justify rejecting the null hypothesis. The exmple that

follows illustrates how this hypothesis was tested. Dummy data were

used to conduct the test.

To test a hypothesis similar to the one performed in this

experiment, an example using a single-factor will be used to illustrate

how the hypothesis were investigated.

For example, if interest is centered on the effects of gender on

loan decision naking, a one-way ANOVA test can be used to test the

effects of gender on the mean loan decisions made to see if a difference

exists. Because gender is the only factor investigated, the experiment

is a single-factor experiment at two fixed levels. These levels are

also qualitative levels since no numerical value can be assigned to

gender. In this example, ten observations were used for testing each

sex. The mathematical model for the test is:

Yij = p + ai + E ij
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where Y ii = response of the ijth treatment cumbinaticrs, P = the

constant, a = effect of the jth level of the factor gender, e ij = the

experimental error term.

There are two treatments (male/female) and ten observations per

treatment. The dummy data for this example are shown in Table 9.

Table 9. Dummy Data For Gender
ANOVA.

Gender

Male Female

$56,000 $45,000
55,000 46,000
62,000 45,000
59,000 39,000
60,000 43,000
64,000 42,000
50,000 39,000
55,000 45,000
56,000 43,000
61,000 41,000

Stataraphics was used to calculate the one-way ANOVA for this

example. The significance level set for the ANOVA test was a = .05.

The one-way ANOVA results are reproduced in Table 10.

To test H0 : a 0 for all I and 2, the test statistic used

from Table 10 was calculated as

1132 * , 1.1250E0009""M1.15-00 94.981 (12)
MSE 1.184420007

From Table 10, it can be seen that the F statistics has a high

value which indicates that there is a statistically significant
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Table 10. Gender One-Way Analysis of Variance.

Analysis of variance

Source of variation Sum of Squares d.f. Mean square F-ratio Sig. Lvl

Between groups 1.1250ED009 1 1.1250ED009 94.981 .0000*
Within groups 2.1320ED008 18 1.1844E0007

Total (corrected) 1.3382E0009 19
• denotes a statistically significa t difference

difference between population means with regards to gender. This

suggests rejection of the hypothesis and a claim that there is a

considerable difference in average loan amounts given between the two

sexes. It should be noted again that this conclusion was derived from

dunmy data. One-way ANOVA was conducted on all demographic versus the

conclusions on the prinary response variables (Carvalho and Mc4illan,

1992:39-42).

As mentioned previously, to test the primary hypotheses in the

experiment, a two-factor ANOVA was employed. To illustrate how tests

were conducted on the two-factor model used in the experiment, an

example studying decision making using four different modes of

presentation at three different trend levels - increasing, decreasing,

and no trend will be examined. This particular type of experiment would

require utilizing 4 X 3 = 12 mode of presentation-trend combinations.

The layout of this experiment is given in Table 11.
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Table 11. Mode of Presentation Versus Trend
Experiment Layout.

Levels of Factor M (mode of presentation)

ml m2  m3  m4

Levels of t tm 11 ti 12 tm 13 tm 14

factor T t 2  tm 21  tm 22 tm 23 ti 24

(trend) t 3  tm 31  tm 32  tm 33  tm 34

The mathematical model used is

Yijk = P + Mi + Tj + (14T) ij + E ijk (13)

Y ijk is a response (in this case loan response),

P is a constant,

Mi represents the main effect of the factor Mode of Presentation,

(i = 1,... ,4, where i = presentation type),

Tj represents the main effect of the factor Trend (j = 1, 2, and

3, where 1 = increasing trend, b = no trend, and c = decreasing trend),

(MT) i represents the interaction effect of both factors Mode of

Presentation and Trend,

E ijk represents the experimental error term.

The research hypotheses leading to this experiment can be

evaluated by means of a multiple ANOVA of the following null hypotheses

(Kirk, 1968:174):
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1. Test for t Treatment Means:

H0 : No difference among the t treatment means

Ha: At least two treatment means differ

2. Test for m Treatment Means:

H0 : No difference among the m treatment means

H a: At least two treatment means differ

3. Test for Factor Interaction:

H 0 : Factors T and M do not interact to affect the respoanse

mean

4. Test for Main Effect of Factor H:

H0 : No difference among the m mean levels of factor M

Ha: At least two mean levels of factor X differ

5. Test of Main Effect of Factor T:

H0 : No difference armog the t mean levels of factor T

Ha: At least two mean levels of factor T differ

A total of 48 dummy loan values were created. The loan values are

randomly divided into twelve subsamples representing four loans each.

The subsamples were randomly assigned to the twelve treatment

combinations of the 4 X 3 factorial design. All treatment levels of

interest to the experiment are included. Thus, a fixed-effects model,

Model I (described in this chapter) applies to this example. Table 12

represents the dummy data used in this example.

Stat raPhics was used to calculate tests three through five

(multiple ANOVA) for this exumple. The significance level set for the

test was a = .05. The nultiple AJVA results are given in Table 13.
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Table 12. Dummy Data For Loan Decision ANOVA (in
$1,000).

Mode of Presentation
Trend
Level (1) (2) (3) (4)

14.3 18.1 17.6 15.7
(1) 14.5 17.6 18.2 17.5

11.5 17.1 18.9 16.7
13.6 17.6 18.2 16.6

12.1 10.5 15.7 17.5
(2) 12.6 12.8 17.5 14.3

11.2 8.3 16.7 15.1
11.0 9.1 16.5 16.2

13.7 12.2 16.2 14.4
(3) 12.2 13.3 17.1 12.9

10.7 11.7 17.0 13.7
11.1 10.9 16.7 14.1

Table 13. Analysis of Variance For Loan Decision.

Analysis of Variance

Source of variation Sun of Squares d.f. Mean square F-ratio Sig Lvl

MAIN EFFECTS
A:Mode of Presentation 168.33500 3 56.111667 51.492 .0000*
B:Trend 89.34042 2 44.670208 40.992 .0000*

INTEACTIONS --
AB 61.311250 6 10.218542 9.377 .0000*

RESIDUAL 39.230000 36 1.0897222

TOTAL (CORRECTED) 358.21667 47

* denotes a statistically significant difference
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To analyze the test for factor interaction and the main effects of

the factors, the F statistics listed in Table 13 were used. These test

statistics indicate that there is a statistically significant difference

that can be attributed to the interaction of both factors. In addition,

there are statistically significant effects caused by both factors.

Based on the significance of the F statistics from Table 13, the null

hypotheses for tests 2, 3, and 4 can be rejected at the a = .05

significance level. Thus, it can be concluded that both factors

interact to affect the loan decision and that there are differences

anmng the mode of presentation and trend mean levels for- both factors.

The analysis of the test for treatment means was conducted by

using multiple range analysis on the various treatment means.

Statgraphics output of the multiple range analysis for the factors mode

of presentation and trend level are contained in Tables 14 and 25

respectively. The significance level set for the test was a = .05.

As can be seen from Tables 14 and 15, there are at least two

treatment means that differ for both factors. Therefore, the null

hypotheses for tests 1 and 2 are rejected at the a = .05 significance

level. The X marks under the heading Homogeneous Group is meant to show

visually that factor levels are either heterogeneous (not similar) or

homogeneous (similar). Homogeneous levels would be represented by X

marks following one another in the same column. By observing the

tables, it can be concluded that all levels of the factor Mode of

Presentation are heterogeneous and only the no trend and decreasing

trend levels of the factor Trend are hcmogeneous.
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Table 14. Multiple Range Analysis For Loan Decision by
Factor Mode of Presentation.

Multiple Range Analysis

Level* Count LS Mean Homogeneous Groups

1 12 12.383333 X
2 12 13.266667 X
4 12 15.391667 X
3 12 17.191667 X

contrast difference +/- limits
1 - 2 -0.88333 0.86451 **
1 - 3 -4.80833 0.86451 **
1 - 4 -3.00833 0.86451 **
2 - 3 -3.92500 0.86451 **
2 - 4 -2.12500 0.86451 **
3 - 4 1.80000 0.86451 **

* denotes levels of factor (i.e., level = presentation type 1 - 4)
** denotes a statistically significant difference.

Table 15. Multiple Range Analysis For Loan Decision by
Factor Trend.

Multiple Range Analysis

Level* Count LS Mean Homogeneous Groups
2 16 13.568750 X
3 16 13.618750 X

1 16 16.487500 X

contrast difference +/- limits
1 - 2 2.91875 0.74869 **
1 - 3 2.86875 0.74869 **
2 - 3 -0.05000 0.74869

* denotes levels of factor (i.e., level = trend 1 - 3)
** denotes a statistically significant difference.
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Again, it should be noted that the above conclusions were derived

from dummy data. The multiple ANO'JA and multiple range tests were

conducted on the loan responses for fictitious Company's A and B, as

well as the first ten responses contained in the end-of-exercise

questionnaire.

Internal and External Validity of The Factorial Design

Within this section, internal and external validity concerns will

be briefly discussed.

Internal Validity. One of the major advantages of using the

factorial design is its high degree of internal validity. Internal

validity is determined by how well the experiment measures what it

claims to measure. Additionally, Emory suggests that internal validity

is a measure of how well "the conclusions we draw about a demonstrated

experimental relationship truly imply cause" (awry, 1991:424). Emory

goes on to list seven internal threats to validity which are as follows:

1. History - the potential that sane events nay occur which
can confuse or influence the relationship being studied.

2. Maturation - changes which may take place within the
subject which are a function of time and which may influence
the subject's responses, i.e. fatigue, hunger, boredom.

3. Testing - the potential for the subject to learn as a
result of the testing procedure. Scores nay improve from
one test to the next.

4. Instrumentation - the potential for differing responses
due to changes in the test instrument or observer.

5. Selection - the potential for differing responses due to
differences in the subjects assigned to the control group
versus the experimental group. In essence, the control and
experimental group should be identical in all aspects.
Randomly assigning subjects to the experimental and control
group will largely eliminate this threat to validity.
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6. Statistical Regression - scores should not be based on
extreme values.

7. Experiment Mortality - this threat to internal validity
exists when the composition of the experimental or control
group changes over time. The results of experiment
mortality hinder conclusions drawn between the experimental
and control group. (Emory, 1991:424-427)

For this experiment, history was not a factor because the

experiment was administered only one time. The entire experiment takes

less than 20 minutes which eliminates the vast majority of any

historical factors. Additionally, all subjects were given the

experiment in the same classroom. Thus, any historical event will be

equally present amng all subjects.

Maturation was not a factor because of the short time span of the

test instrument. With the test taking 20 minutes or less, boredom,

fatigue, and hunger should not have affected the results of the test.

Testing should not be a factor because all tests for each

fictitious company were coupleted by the subjects at the same sitting.

Additionally, subjects only take the test one time, thus, eliminating

any opportunity for learning between subsequent tests.

Instrumentation should not be a factor in this research because

all subjects were administered exactly the same tests by the sane

administrators and in similar classroan settings.

Selection was controlled by randomly assigning subjects to

different treatment combinations within the factorial experiment.

Additionally, randomization helped control the effects of nuisance, or

confounding variables (Moen, 1991:73-75). Furthermore, Stanley and

Campbell also maintain that randomization controls for other unwanted
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factors causing problem in an experiment (Campbell and Stanley, 1966:

23-24).

Statistical regression should not be a problem because of the

randumization procedures used for assigning subjects to the experimental

treatment combinaticns.

Experimental mortality was controlled for by the brevity of the

test. The experiment was administered immediately following the

instructions and so no subjects dropped out during administration of the

experiment itself.

External Validity. External validity measures the- degree to which

the results of the experiment can be generalized to the overall

population. According to Emory, there are three major threats to

external validity as follows:

1. Reactivity of testing on X. This threat to validity
suggests that sensitizing the subjects by use of the pretest
may affect their responses in the posttest.

2. Interaction of selection and X. If the population from
which the subjects are drawn is not the same or is only a
subset of the more general population, generalization to the
population as a whole will be diminished.

3. Experimental setting. The unrealistic and controlled
envirorment used in experimental design may in and of itself
bias the results. The main cause for this phenomena is that
the subjects may be aware of the fact that they are being
observed. This knowledge may affect their responses.
Additionally, there may be a tendency for the subjects to
role play (Emory, 1991:427-428)

Additionally, Campbell and Stanley suggests that there is a

multiple treatment inference threat to external validity. This occurs

when the subjects are repeatedly tested. The effects of prior

treatments cannot be erased and affect the responses for the current

test (Campbell and Stanley, 1966:6).
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Reactivity of testing on X is ncn-existent because none of the

subjects received a pretest prior to the experiment.

Interaction of selection and X was reduced by random selection of

the subjects to the various treatment combinations. However, the fact

that all subjects are associated with the DoD may limit this research

effort's ability to generalize to the overall population. More will be

said about the sample population in the Sample Population section.

Experimental setting bias was limited by conducting the experiment

in the subject's classrocm. Subjects were familiar with the classroom

environment and were less anxious concerning the experiment. However,

the subjects were aware they were being observed which may limit

generalization of the research results to the overall population.

Finally, multiple treatment inferences were controlled by

administering the experiment only one time to each of the subjects.

Content Validity and Replicability. Content validity is concerned

about whether the test instrument sufficiently covers, or measures, the

variable of interest (Emory, 1991:180). Four levels of presentation

modes were used in this experiment. By using nultiple levels of

intensity and a tabular format, adequate coverage of the fill pattern

variable and its effect on perception, interpretation, and decision

making were obtained. Additionally, pretesting of the instrument was

accomplished using AFIT students and other colleagues and peers. During

each pretest, subjects were asked to critique the instrument and to

identify any questions, presentations or comments which were ambiguous

or unclear. The process of incorporating the results of the various

pretests significantly strengthens the experiments content validity.
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Replicability is the degree to which other researchers can

reproduce the experiment. The test instrument itself is contained in

Appendix A. The underlying values used to create all presentations are

contained in Appendix B (the end-of-exercise questionnaire is cuntained

in Appendix C). In addition to using the same presentations and

underlying data, anyone attempting to replicate this experiment would

need to use the same measurement questions, tire constraints, and so on.

Certain aspects of the experiment, such as the specific classroom

envircoment, may not be replicable. However, similar environments are

plentiful and should not cause major deviations from one- research

finding to another. Reliability of this instrument is unknown due to the

fact that it has not been tested to date.

Sample Population. The general population is considered to be mid

to upper level managers of civilian or defense organizations. The

sample population consists of AFIT PCE, and full-time students. These

subjects were deemed appropriate in most respects because, although they

are students, they are also managers to varying degrees and at varying

levels. No effort will be made to isolate specific classes for the

experiment. As a result, a much broader spectrum of backgrounds,

skills, managerial levels, competencies, and so on will be captured in

the sample population. Nonetheless, the sample population represents a

convenience sample. This form of sampling is not as desirable as other

sampling techniques (Emory, 1991:274). Furthermore, sampling subjects

by PCE class were conducted based on availability and classroan

schedules. These factors represent significant limitations within the

sampling scheme. However, many of these concerns are considered minimal
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in light of the broad spectrum of managers found within various PCE

courses. Therefore, it is believed that the use of these subjects still

caes close to matching the target population.

A comparison between key demographics of the sample population and

United States Air Force (USAF) is found in Tables 16a and 16b. The USAF

is a much larger subsection of the true population of all DoD and

civilian managers and is more representative of that population. Tables

16a and 16b show that the sample demographics are quite similar to most

of those of the USAF as reported by the Air Force Military Personnel

Center (AFMPC). Although no 0-1 information is available for the USAF,

the relatively small number of 0-1's (3) in the sample does not

significantly hinder comparisons. Only a weighted average for the

number of years of federal employment was available for USAF civilian

employees. However, the averages were very comparable with a value of

17.8 years for the sample and 17 for the USAF. Table 16c shows the

overall percentage of military and civilian managers. (APNPC, 1993).

Table 16a. Comparative Military Demographics (AFMPC, 1993).

Demographic Factor Frequency % of Total Frequency % of Total

Years of Service

0-5 20 20.2 23,920 28.2
6-10 28 28.3 21,982 26.0

11-15 27 27.3 18,371 21.7
16-20 17 17.2 12,254 14.5
21-25 5 5.1 6,350 7.4
26-30 2 2.0 1,812 2.1
Over 30 0 0.0 116 0.1

USAF computations are based on 0-2 through 0-10 figures.
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Table 16a. Continued.

Demvographic Factor Frequency % of Total Frequency % of Total

Gender

Male 90 90.9 72,824 88.0
Female 9 9.1 12,140 12.0

Grade

Enlisted 4 4.0 not avail not avail
0-1 3 3.0 not avai I not avail
0-2 10 10.1 14,127 16.7
0-3 46 46.5 36,966 43.6
0-4 26 26.3 16,937 19.9
0-5 6 6.1 11,517 13.7
0-6 4 4.0 4,521 5.3
0-7 through 0-10 0 0.0 302 0.4

Education

Same College 3 3.0 0 0
Associates Degree 1 1.0 0 0
Baccalaureate 26 26.3 40,678 47.9
Some Graduate 23 23.2 not avail not avail
Masters Degree 44 44.4 35,680 42.0
Doctoral Degree 2 2.0 8,606* 10.1*

* Includes professional degrees (i.e. Lawyer, Doctor, Dentist etc.)
USAF ccuputations are based on 0-2 through 0-10 figures.

Table 16b. Comparative Civilian Demographics (AFMPC, 1993).

Sale USAF
Demographic Factor Frequency % of Total Frequency % of Total

Years of Service
0-5 5 6.0 not avail not avail
6-10 15 18.1 not avail not avail

11-15 14 16.9 not avail not avail
16-20 17 20.5 not avail not avail
21-25 16 19.3 not avail not avail
26-30 10 12.0 not avail not avail
Over 30 6 7.2 not avail not avail

Weighted Average 17.8 Years 17 Years
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Table 16b. Ccntinued.

Smile USAF
Demographic Factor Frequency % of Total Frequency % of Total

Gender

Male 58 69.9 38,400 72.0
Female 25 30.1 14,968 28.0

Grade

Contractor 2 2.4 not avail not avail
GG-13 1 1.2 not avail not avail
GQ-13 15 18.1 5,402 10.1
GK-14 5 6.0 2,933 5.5
am-15 1 1.2 1,131 2.1
GS-09 1 1.2 not avail not avail
GS-11 7 8.4 17,674 33.1
GS-12 39 47.0 20,658 38.7
GS-13 10 12.0 4,409 8.3
GS-14 2 2.4 968 1.8
GS-15 0 0.0 193 0.4

Education

No HS Grad 0 0.0 79 0.1
High School Grad 2 2.4 5,680 10.6
Some College 10 12.0 9,007 16.9
Associates Degree 7 8.4 4,493 8.4
Baccalaureate 25 30.1 17,689 33.1
Sane Graduate 13 15.7 4,089 7.8
Masters Degree 26 31.3 11,095 20.8
Doctoral Degree 0 0.0 1,230 2.3

Table 15c. Civilian and Military Personnel Percentages (AFMPC, 1993).

Sam~le USAF
Demographic Factor Frequency % of Total Frequency % of Total

Military 99 54.4 84,964 61.4

Civilian 83 45.6 53,368 38.6
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Comstruction of the Experiment

The experiment was designed using a paper and pen format. This

format was chosen over other media because it provides greater research

flexibility and ease of administration. Other media such as computers

can induce reactive effects associated with the experimental setting.

Experimental subjects were randumly assigned to the various cells

within the factorial experiment and paper copies of the experimental

package were then handed to the subjects. The subjects recorded their

responses to specific perception and decision type questions on the test

instrument itself.

The subjects were told that they are playing the part of a loan

officer and mist decide whether to grant or deny a loan and specify a

particular loan amount to a series of fictitious companies. Their

decisions were based upon a presentation (either graphical or tabular)

of the coumpany's net assets for the current year.

Unlike prior experiments at AFIT, the presentations within each

test packet were presented in a specific arrangement. The first

presentation depicted net asset trends for the past four years for

company A and contained questions that were used for gathering

information on the dependent variable. The second presentation depicted

net asset trends for company B for the past four years and also was used

to gather information on the dependent variable. The third presentation

represented company C and used the same format as cumpany's A and B, but

was used only to determine if the subjects were able to comprehend the

decision rule required to grant a loan. Subjects were given two minutes

to evaluate each cumpany and answer two questions. The first questions
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dealt with the subject's comprehension of the decision rule culminating

with the final decision on whether to grant or deny a loan. The second

question required a direct interpretation of loan criteria decision rule

leading to the subject's determination of a specific amount to loan the

company based on their perceptual interpretation of Mode of Presentation

and Trend that represents the company's net asset information.

Each page of the experiment contained one presentation and two

questions concerning the three fictitious companies. Although a time

limit of two minutes was imposed, students were allowed to review each

presentation as often as they wanted in order to answer the questions in

the end-of-exercise questionnaire.

A loan granting decision rule was used to help guide the

experimental subjects in terms of the types of issues a loan officer

should be concerned about. The loan decision rule was specific enough

to ensure a basic understanding of the procedure, but not specific

enough to make the decision for the experimental subject. In other

words, the subjects were required to perform some interpretation of the

presentations of the various companies.

Ten perceptual questions were asked in the end-of-exercise

questionnaire to measure the subject's interpretation of general

perceptual trends contained within specific presentations. A seven-

point Likert scale was used with anchors of very significant and very

insignificant on either end of the scale. The use of these anchors was

deemed appropriate due to prior research by Barber and Dunn (Barber and

Dunn, 1992:43).
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All graphical presentations were constructed using high integrity

criteria discussed in Chapter II, Literature Review. Only vertical bar

charts were used in the graphical presentations to eliminate the

potential for confounding variables to enter into the experiment. The

Mode of Presentation was identical in all respects except for the use of

fill patterns or tabular data within each experimental treatment group.

An example of a series of presentations used in the experiment and their

associated questions are shown in Figures 10 through 12.

Conducting the Experiment

Pretesting has proven invaluable in fine tuning experiments and

test packages of previous research efforts (Barber and Dunn, 1992:40).

Therefore, thorough pretesting of the experimental package was

conducted.

One hundred and eighty experimental packages comprised of 15

replications (r) of the twelve treatment combinations of the

experimental variables were randouly arranged prior to adninistering the

experiment to the subjects. Based on the number of subjects to be

tested, the experimental packages were selected from the random

arrangement and distributed accordingly to the subjects being tested.

The subjects were instructed not to open the package until told to do

so. This allowed all subjects to receive the package prior to the start

of the timed experiment. Once all subjects had been given a test, they

were asked to read the instructions comprising a total of four pages and

stop at the point indicated at the end of the instructions. At this

point, any questions pertaining to the experiment were addressed by the
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Co pany A
Net Assets (1990 - 1993)

50

40

* 020-

10

0 -1
1990 1991 1992 1993

Net Assets

Loan Inforution Sheet (Fill In)

1. Loan Request: _ Approved _ Disapproved

2. Loan Amount Approved: $ _ (Fill in Amount)

(Do not turn the page util told to do so by the Nanitor)

Figure 10. Company A - No Fill Pattern and Increasing
Trend - Graph 1.
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Corn pany B
Net Assets (1990 - 1993)

40-

=. 30-

o2o-

to-

1990 1991 1992 1993
Net Assets

Loan Information Sheet (Fill In)

1. Loan Request: - Approved _ Disapproved
2. Loan Amount Approved: $ _ (Fill in Amount)

(Do not turn the page until told to do so by the Monitor)

Figure 11. Company B - No Fill Pattern and Increasing
Trend - Graph 2.
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Co pany C
Net Assets (1990 1993)

1000
6000
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L.

a
o

-2000

-6000

-10000 ,,
1990 1991 1992 1993

Net Assets

Loan Information Sheet (Fill In)

1. Loan Request: _ Approved _ Disapproved
2. Loan Amount Approved: $ - (Fill in Amount)

(Do not turn the page until told to do so by the Umitor)

Figure 12. Company C - No Fill Pattern and No Trend
Graph 3.
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test proctor. Subjects were told that no questions would be answered

during the test. This helped maintain consistency between various

administrations of the test. The cover sheet explains the business

scenario used within the test instrument and define the criteria used

for making the final decision as to whether to approve or disapprove the

loan to the fictitious company. The remaining pages of the instructions

explained the decision rule to be used by the subjects in determining

the amount of the loan to grant each fictitious company. Also included

in the instructions were definitions of basic accounting terminology to

clearly state terms used in the experinmnt. Subjects were not allowed

to use any device other than the test itself to determine graphical

measureenuts or loan amounts. Additionally, the subjects were briefed

that there were no right or wrong answers. No mention was uade on the

Mode of Presentation used. This eliminated any bias concerning the Mode

of Presentation within the test.

End-of-Exercise Ouestionnaire

An end-of-exercise questicmnaire was attached at the end of the

experimental package. The reasoning behind this questionnaire is based

on findings in previous research that some perceptual and demographic

characteristics are significant in graphical presentation preferences

and interpretation (Carvalho and Md4illan, 1992:54; Barber and Dunn,

1992:68). The questionnaire allowed for a more thorough analysis of the

experimental findings to evaluate if perceptual interpretations and

demographics characteristics were correlated to decision making.

Appendix C contains the end-of-exercise questionnaire.
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The first ten questions contained in the end-of-exercise

questicamaire were designed to obtain and compare trends related to the

subject's perceptual interpretation of the confidence, risk, and

significance of each fictitious company's trend. Specifically, these

ten questions were used to test hypotheses concerning the relationship

of perceptual interpretations and their influence, or lack of, on

decision making. The first seven questions in the questionnaire were

asked using a seven-point Likert scale anchored with well defined

incremental levels ranging from strongly disagree to strongly agree.

Question one was design to measure the experimental subject's confidence

in their application of the loan criteria, decision to approve or

disapprove a loan, and amount they loaned to each company. Questions

two through four were design to measure the experimental subject's

perceptual interpretation of the degree of risk they associated to each

fictitious company. Questions five through seven were designed to

determine the degree of significance the experimental subject's

associated to the trends of each fictitious company. Questions eight

through ten used a well defined five-point Likert scale to measure the

experimental subject's interpretation of the confidence they associated

with their loan evaluation of each fictitious company. -A five-point

Likert scale was used over the seven point scale in questions eight

through ten because the range requirements used to define the subject's

level of confidence could be better defined on a five-point scale.

Questions 11 through 13 and question 22 were included in the

questionnaire to provide input for modification of the test instrument

during the pretesting and were included again with the final instrumet
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to provide continuing face validity to the test instrument during the

study.

Demographic information was requested in questions 14 through 21

to be used if the results suggested the possibility of a relationship

between the demographic characteristics and perceptual interpretations

of the presentations. The subject's sex has been foun to be a

significant factor in graphical interpretation in the past and was

included in the questionnaire. The rank of the subject was also

inportant because it signified the level of nanagement. As a nanager

moves up in an organization's hierarchy, one might expect the conplexity

of their job to increase. With this added conplexity, managers may make

use of additional tools to save tire such as graphical displays and/or

summries. Additionally, it was important to know how often the

subjects work with graphics. Working with graphics can include reading

or constructing graphics. Ives suggests that people can better

interpret information within graphics that they are used to (Ives,

1982:21). This familiarity with graphics is important in terns of the

subject's accuracy and speed of interpretation of graphical displays.

Whether the subject ever uses graphs to nake decisions is of central

importance to this research. As a result, this question was also

included in the questionnaire. Subjects who routinely nake decisions

with the aid of graphical displays may have predisposed ideas as to what

a significant trend is and nay tend to make quicker, more concrete

decisions concerning the graph.

All variable terms and statistical data for this research is

contained in Appendix D through Appendix H.
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Conclusion

Presentations using graphs with varying intensities of fill

patterns and tabular presentations versus presentations without fill

patterns were tested to determine if there is any difference in terms of

perception, interpretation, and decision making. By comparing graphical

presentaticns which are identical in all respects other than fill

patterns, the use of a factorial experimental design was deemed

appropriate. The analysis of this experiment uses a Multifactor ANOVA

"F" statistic to test for differences between the experimental treatnmnt

means. Finally, a one-way ANOVA was used to determine any correlations

between perceptual and demographic characteristics and presentation mode

interpretation and decision making.
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IV. AnalYsis and Findings

A factorial experimental design using 12 different experimental

treatment combinations was used in this experiment. The 12 treatment

groups consisting of various combinations of the factors Trend and Mode

of Presentation were used to test four separate five part hypotheses.

In addition, a fifth hypothesis cocuerning differences in gender bias

was investigated. This chapter presents the data obtained from the

research and an analysis of the experimental results and findings. The

chapter will also present additional analyses based on findings

unrelated to the experimental hypotheses that may provide help for

future research in this topical area.

Experimental Results

Appendices E - H contain the overall results of all the

experimental data. Appendix D contains a description of the terms and

abbreviations used in the Stataraphics output tables. Appendix D also

describes the variables used in the experiment. Because the

experimental data were collected from 12 unique treatment combinations

(group composition is discussed in Chapter III), the first step in

analysis of the data was to rum a multi-factor ANOVA and multiple range

tests on the dependent response variables. These statistical procedures

were accomplished to determine if the experimental variables of Trend

and Mode of Presentation affected the response variables to any degree.

An ANOVA on the main and interactive effects of both experimental

variables, as well as a multiple range test were calculated to determine
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if any statistical differences existed among the 12 treatment

combinations.

TVere were six min tests conducted in the analysis of the

experiment. Test 1 was conducted to compare treatment means versus

dmographic data to determine if a difference in mean responses could be

attributed to demographic characteristics. Five separate tests were

conducted on the factorial experiment involving the factors Trend and

Mode of Presentation on several perceptual and decision nuking response

variables. The first test associated with the factorial experiment,

Test 2, is a test of treatment means associated with the-factors Trend

and Mode of Presentation. This test is followed by Test 3, a test for

factor interaction between Trend and Mode of Presentation. The last two

tests, Test 4 and Test 5, conducted in the factorial experiment, were

tests for the nuin effects associated with the factors Trend and Mode of

Presentation. The following paragraphs describe each of the above tests

and their associated hypotheses.

Test 1. Test for treatment neans of demographic characteristics.

The experimental hypothesis for Test 1 was:

(1) H0 : P11 2 = P2 iP There is no difference ammog

treatment mans associated with the demographic characteristics of

the respondents.

Ha: At least two treatment means differ.

This test was conducted on demographic characteristics only. A

one-way AN7VA was used to test the null hypothesis.
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Test 2. Test for treatment means associated with the factor

Trend. The experimental hypotheses for Test 2 were:

(2a) Ha: No difference exists mong the factor Trend treatment

means as they relate to loan decisions made.

H a: At least two treatment means differ.

(2b) H 0 : No difference exists amng the factor Trend treatment

means as they relate to the respondents confidence in application

of loan approval criteria.

Ha: At least two treatment means differ.

(2c) H,: No difference exists auiog the factor Trend treatment

means as they relate to the respondents perception of the

significance associated with Trend.

H a: At least two treatment means differ.

(2d) H,: No difference exists among the factor Trend treatment

means as they relate to the respondents perception of risk

associated with their loan decision.

H a: At least two treatment means differ.

(2e) H0 : No difference exists wmng the factor Trend treatment

means as they relate to confidence in decision making.

H a: At least two treatment means differ.

This test was conducted on the factorial experiment only.

Multiple range analysis was used to test the null hypotheses.
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Test 3. Test for treatment means associated with the factor Mode

of Presentation. The experimental hypotheses for Test 3 were:

(3a) H0 : No difference exists among the factor Mode of

Presentation treatment means as they relate to loan decisions

nude.

Ha: At least two treatment means differ.

(3b) H0: No difference exists among the factor Mode of

Presentation treatnwit means as they relate to the respondents

confidence in application of loan approval criteria.

H a: At least two treatment means differ.

(3c) H0: No difference exists among the factor Mode of

Presentation treatment means as they relate to the respondents

perception of the significance associated with Trend.

H a: At least two treatment means differ.

(3d) H 0: No difference exists among the factor Mode of

Presentation treatment means as they relate to the respondents

perception of risk associated with their loan decision.

Ha: At least two treatment means differ.

(3e) H 0 : No difference exists among the factor Mode of

Presentation treatment means as they relate to confidence in

decision nuking.

Ha: At least two treatment means differ.
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This test was conducted on the factorial experiment only.

Multiple range analysis was used to test the null hypotheses.

Test 4. Test for Trend and Mode of Presentation factor

interaction. The experimental hypotheses for Test 4 were:

(4a) H0 : The factors Trend and Mode of Presentation don't

interact to affect response means as they relate to loan decisions

made.

Ha: At least two treatment means differ.

(4b) H0 : The factors Trend and Mode of Presentation don't

interact to affect response means as they relate to respondents

confidence in application of the loan approval criteria.

Ha: At least two treatment means differ.

(4c) H .: The factors Trend and Mode of Presentation don't

interact to affect response means as they relate to the

respondents perception of the significance associated with Trend.

Ha: At least two treatment means differ.

(4d) H 0 : The factors Trend and Mode of Presentation don't

interact to affect response means as they relate t6 the

respondents perception of risk associated with their loan

decision.

Ha: At least two treatment means differ.

(4e) H 0 : The factors Trend and Mode of Presentation don't

interact to affect response means as they relate to confidence in

decision making.
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Ha: At least two treatment means differ.

This test was conducted on the factorial experiment only.

Multiple range analysis was used to test the null hypotheses.

Test 5. Test for main effects of the factor Trend. The

experimental hypotheses for Test 5 were:

(5a) H,: No difference exists between the (t) mean levels of

factor Trend as they relate to loan decisions made.

Ha: At least two treatment means differ.

(5b) H0 : No difference exists between the (t) mean levels of

factor Trend as they relate to the respondents confidence in

application of loan approval criteria.

Ha: At least two treatment means differ.

(5c) H0 : No difference exists between the (t) mean levels of

factor Trend as they relate to the respondents perception of the

significance associated with Trend.

Ha: At least two treatment means differ.

(5d) H 0 : No difference exists between the (t) mean levels of

factor Trend as they relate to the respondents perception of risk

associated with their loan decision.

Ha: At least two treatment means differ.

(5e) H 0 : No difference exists between the (t) mean levels of

factor Trend as they relate to confidence in decision making.

Ha: At least two treatment means differ.
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This test was conducted on the factorial experiment only.

Multiple range analysis was used to test the null hypotheses.

Test 6. Test for main effects of the factor Mode of Presentation.

The experinmital hypotheses for Test 6 were:

(6a) H0 : No difference exists between the (m) man levels of

factor Mode of Presentation as they relate to loan decisions made.

Ha: At least two treatment means differ.

(6b) H 0 : No difference exists between the (m) mean levels of

factor Mode of Presentation as they relate to the -respondents

confidence in application of loan approval criteria.

Ha: At least two treatment nmans differ.

(6c) H0 : No difference exists between the (m) mean levels of

factor Mode of Presentation as they relate to the respondents

perception of the significance associated with Trend.

H : At least two treatment means differ.

(6d) H 0 : No difference exists between the (m) mean levels of

factor Mode of Presentation as they relate to the respondents

perception of risk associated with their loan decision.

Ha: At least two treatment means differ.

(6e) H0 : No difference exists between the (m) mean levels of

factor Mode of presentation as they relate to confidence in

decision making.

H a: At least two treatment means differ.
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significance levels of .2554 for Mode of Presentation (hypothesis 6a)

and .6639 respectively for the interaction effects of Trend and Mode of

Presentation (hypothesis 4a) indicated that there were no statistical

differences attributed to the main interactive effects on the response

variable of loan amount for Company A, thus supporting the null

hypotheses in both cases. Results are shown in Table 17.

Table 17. ANOVA of Cmpmay A Loan
Responses.

p-value for

Factor Company A

Trend .0001*

Mode .2554

Interaction .6639

* denotes a statistically
significant difference

In conducting a multiple range analysis of the response variable

loan moumt for Ccnpany A on the experimental variable of Trend to test

hypothesis 2a, analysis of the results, displayed in Table 18, show that

trend did cause a significant difference in loan amounts for Ccmpany A.

The multiple range analysis shows that although the differences in loan

i•nxmts given between presentations that had increasing and no trend

were not statistically significant at the a = 05 confidence level,

differences between loan amounts given for increasing to decreasing

trends had an effect an the decision as to the amoumt of the loan given

to Company A. This difference between the groups was statistically

significant at the o = .05 level.

96



Table 18. Multiple Range Analysis For Company A Loan Amimunts by TROD.

Level * Count LS Mean Homogeneous Groups

C 60 52367.400 X
A 60 57333.717 X
B 62 57587.587 X

contrast difference +/- limits

A - B -253.871 2540.46
A - C 4966.32 2559.35 **
B - C 5220.19 2540.46 **

* denotes levels of factor Trend (A = Increasing, B = no change,
C = decreasing)
** denotes a statistically significant difference.

The multiple range analysis for Mode of Presentation to test

hypothesis 3a is contained in Table 19. This analysis shows that the

only statistically significant difference derived aong the four levels

contained in the experimental variable Mode of Presentation shows up in

a contrast between vertical bar graphs containing no fill patterns and

vertical bar graphs containing heavy fill patterns. In contrasting the

rest of the levels of the factor, there were no statistical differences

between treatment means.

The experimental results for Company B are contained in Table 20.

Again, multi-factor ANOVA and multiple range analysis statistical

procedures were used to interpret the data. In the multi-factor PNOVA

to test the difference of the means of the 12 treatment groups for

Ccmpany B, a p-value of .0000 was obtained for the main effect of the

factor Trend in the experimental model. As with Company A, this value

indicates that there is a statistical difference attributable to the

main effect of trend on the experimental groups decision of what loan
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Table 19. Multiple Range Analysis For Company A Loan Amounts by Mode of

Presentation.

-------------------------------------------------------------
Level* Count LS Mean Homogeneous Groups
-------------------------------------------------------------

1 45 54333.889 X
4 47 55561.272 x0C
2 45 55822.689 xx
3 45 57333.756 X

-------------------------------------------------------------
contrast difference +/- limits
1 - 2 -1488.80 2955.28
1 - 3 -2999.87 2955.28 **
1 - 4 -1227.38 2926.17
2 - 3 -1511.07 2955.28
2 - 4 261.417 2926.17
3 - 4 1772.48 2926.17
--------------------------------------------- ;-----------------
* denotes levels of factor Mode of Presentation (1 = no fill pattern, 2
- light fill pattern, 3 = heavy fill pattern, 4 = tabular)
** denotes a statistically significant difference.

amount to give Company B and provides evidence to support hypothesis 5a.

The p-value of . 6992 for the main effect of the factor Mode of

Presentation also is consistent with the results obtained in Ccmpany A

and, again, provides evidence to support hypothesis 6a that the main

effect of the factor causes no statistical difference between the mean

responses for the 12 treatment combinations. Additionally, as was the

case with Cozpany A, the p-value for the interactive effects of the two

factors is statistically insignificant (p-value = .3089), and lends

credence to support of null hypothesis 4a that the difference between

mean responses caused by a factor (Mode of Presentation/Trend)

interaction is not statistically significant.

The multiple range analysis of the factor Trend, Table 21, backs

up the findings shown in the multi-factor ANOVA for the results of the

dependent variable for Company B. In making contrasts amnug the three
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Table 20. MOVA of Company B Loan
Resposes.

p-value for

Factor Company A

Trend .0000*

Mode .6992

Interaction .3089

* denotes a statistically
significant difference

levels of the factor Trend, a statistical difference between treatment

means appears in contrasting the means of treatment groups that had an

increasing trend of net assets and those that had no change in the trend

of net assets. Also, a statistical difference was found between the

treatment groups that had a no change trend and decreasing trend for net

assets. Although the results of the multiple range analysis of trend

for Company A and B differ slightly, the analysis provides additional

evidence that null hypothesis 2a should be rejected.

Table 21. Multiple Range Analysis For Cazrpany B Loan Amounts by TREND.

Level Count LS Mean Homogeneous Groups

B 62 55057.554 X
C 60 60583.550 x
A 60 62050.150 X

contrast difference +1- limits
A - B 6992.60 2732.79 *
A - C 1466.60 2753.11
B - C -5526.00 2732.79 *

--------------------------------------------------------------------------
* denotes a statistically significant difference.
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The multiple range analysis of the factor Mode of Presentation is

also contained in Table 22. Again, the analysis provides evidence that

the null hypothesis 3a should be accepted. The results of the test show

that no statistical difference exists between any of the mean responses

for the four levels of the dependent variable factors for Company B.

Table 22. Multiple Range Analysis For Company B Loan Amounts by Mode of
Presentation.

Level Count LS Mean Homogeneous Groups

1 45 58624.800 X
2 45 58911.400 X
4 47 59007.494 X
3 45 60377.978 X

contrast difference +/- limits
1 - 2 -286.600 3179.02
1 - 3 -1753.18 3179.02
1 - 4 -382.694 3147.70
2 - 3 -1466.58 3179.02
2 - 4 -96.0941 3147.70
3 - 4 1370.48 3147.70
-------------------------------------------------------------
* denotes a statistically significant difference.

Several more multi-factor ANOVA's and multiple range tests were

calculated to analyze the effects of the experimental variables on

experimental subject's perceptions to determine if any correlation

exists between perceptions and decision asking. Ten perceptual

questions contained in the end-of-exercise questionnaire were tested

using the same procedures listed above to determine the effects of the

experimental design on the responses of the experimental subjects. The

following paragraphs report the findings for each question in the order

they were presented to the experimental subjects.
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Question one was used to determine the experimental subject's

perception of confidence in their application of the loan approval

criteria used in the experiment. The results of the multi-factor ANMOA

and multiple range test for question one are contained in Tables 48 - 50

of Appendix G. The rmulti-factor ANOVA shows that the main effects of

Trend, Mode of Presentation, as well as any interactive effects of the

two factors didn't have any statistically significant effect on the mean

responses to this question. All of the p-values (.8043, .4851, and

.5558) respectively for the model were statistically insignificant.

This analysis provides support for acceptance of null hypotheses 5b, 6b,

and 4b. The multiple range analysis supports the multi-factor ANOVA

findings. For both factors there are no significant differences found

in contrasting the mean responses among the various levels of each

factor. Cn the basis of these results, the null hypotheses for 2b, and

3b would be accepted.

Questions two, three, and four were used to test the experimental

subject's perception of risk associated with the loan decisions they

made for each of the fictitious companies. The results of the ANOVA and

multiple range tests for questions two through four are contained in

Table 23. Table 23 contains the collective results of the ANOVA's for

each response.

As displayed in Table 23, Trend had a statistically significant

effect on the mean responses to questions two and three, thus

providing support for rejecting null hypothesis 5c. However, Trend was

statistically insignificant as a factor in question four. As mentioned

in Chapter III, Ccnpany C was used to determine if the experimental
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Table 23. ANOVA For Questions 2 - 4 Risk Data.

p-value for p-value for p-value for
Factor Company A Company B Cuompany C

Trend .0000* .0004* .2192

Mode .4209 .1246 .5639

Interaction .3529 .6947 .7105

* denotes a statistically significant difference

subjects understood and could correctly apply the loan criteria and loan

decision rule. The presentation was purposely constructed to violate

the loan approval criteria. Therefore, we would expect such results for

Company C and still reject the null hypothesis Sc.

The main effect of the Mode of Presentation and the interaction

effects of both factors were statistically insignificant on the mean

responses to questions two, three, and four. These results give support

to the acceptance of null hypotheses 6c and 4c. In conducting multiple

range analysis of the three questions, Trend again provided

statistically significant contrasts between mean responses for the three

levels and provides support for the rejection of null hypothesis 2c.

The multiple range analysis for Mode of Presentation showed only one

statistically significant difference in contrasting response means.

This significant difference occurred in question three in contrasting

the differences between mean responses for vertical bars with light fill

patterns with that of data presented in a tabular format. Therefore,

the null hypothesis for 3c is rejected for this contrast only and

accepted for questions two and four.
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Questions five through seven were used to test the perceptions of

the experimental subjects as to the significance they associated to the

trend of net assets for each fictitious company. The results of the

multi-factor ANOVA and multiple range tests for questions five through

seven are contained in Table 24. Again, Table 24 contains the

collective results of the p-values for questions five through seven.

Table 24. ANOVA For Questions 5 - 7 Trend Significance Data.

p-value for p-value for p-value for
Factor Comtpany A Company B Ccapany C

Trend .0000* .0000* .0104*

Mode .9649 .6776 .2639

Interaction .8722 .9526 .4430

* denotes a statistically significant difference

As can be seen frum the results of Table 24, the main effects of

Trend proved to be significant in every case. All the p-values that

denotes the level of significance the main effect of Trend had on the

mean responses for each question are all statistically significant.

Therefore, these results provide strong evidence that null hypothesis 5d

should be rejected. The p-values for the main effect of-the Mode of

Presentation and interaction effects of the two factors are all

statistically insignificant in all three questions and provide support

for the acceptance of null hypotheses 6d and 4d. The multiple range

analysis of Trend shows that statistically significant differences exist

in the contrast of the levels and their associated response means. This

leads to the rejection of null hypothesis 2d. The multiple range test

103



conducted on the Mode of Presentation for all levels shows no

statistical difference among any of the levels in each question and

supports acceptance of null hypothesis 3d.

Questions eight through ten were used to again determine the

experinmental subject's perceptions of confidence in their loan decision

made. However, in this case their perceptions of confidence were linked

to their loan decisions made for each fictitious company. The results

of the ANOVA and nultiple range tests for questions eight through ten

are contained in Table 25. Table 25 contains the collective results of

the p-values for each question.

Table 25. ANOVA For Questions 8 - 10 Confidence of Loan Evaluation.

p-value for p-value for p-value for
Factor Company A Corpany B Cozpany C

Trend .0887 .0346* .1046

Mode .8137 .9845 .4093

Interaction .8683 .9010 .4788

* denotes a statistically significant difference

Unlike previous results, the p-values representative of the main

effects of Trend for two of three of these questions are statistically

insignificant. Only question nine had a statistical significant

difference attached to the main effects of Trend. These results are

sii lar to the findings in question one and support acceptance of null

hypothesis 5e. All the p-values for the nain effect of Mode of

Presentation and the interactive effects of the two factors are

statistically insignificant and support acceptance of null hypotheses 6e
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and 4e. The multiple range test in questions eight and nine both show

the contrast between the response means associated with the increasing

and no trend levels of the factor Trend to be statistically significant.

These findings support for the rejection of null hypothesis 2e. The

multiple range test conducted on the Mode of Presentation for each

question supports the conclusion that no difference exists between the

various treatment levels. This provides support for acceptance of null

hypothesis 3e.

Demographic Information

The experimental subjects were asked to indicate demographic

characteristics in questions 14, 15, and 17-21 in the end-of-exercise

questionnaire. One-way ANOVA's and descriptive statistics were

calculated on the questions to gain understanding of the demographic

characteristics of the data collected.

The experimental subjects were asked to indicate the following

demographic characteristics: (a) how often they use graphics in

decision making, (b) how often they construct graphs for presentations,

(c) their rank or grade, (d) numxber of years of federal employment, (e)

gender, (f) educational background, (g) and professional experience.

The first step in analysis of the demographic data was to conduct a one-

way ANOVA on the response variables to determine if there were any

statistically significant differences noted between specific demographic

characteristics. Individual designations in each question were used as

categorical values and the data collected from the experimental subjects

was used as the dependent variable under analysis. The results of the

ANOVA tests on questions 14, 15, and 17-21 are contained in Table 26.
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Table 26. ANOVA of Demographic Data - Questions 14,
15, and 17 - 21.

p-value for p-value for
Factor Company A Caipany B

Graph Use .7550 .2287

Graph
Construction .0652 .9899

Rank or Grade .1036 .2154

Federal
Employment .7820 .7509

Gender .0313* .4788

Education
Level .2873 .3421

Professional
Experience .4733 .7895

* denotes a statistically significant cifference

After the ANOVA's were conducted on the demographic

characteristics, descriptive statistics were calculated. The next

several paragraphs discuss this information.

Fourteen (less than 8%) of the one-hundred eighty-two subjects had

never before used graphics in decision making which represented the

smallest relative frequency in the group of experimental subjects.

Thirty-one people used graphs in decision making at least once per year.

Fifty-one people used graphs in decision making at least once a month

which represented the largest relative frequency of the group. The

remaining distributions can be seen in Table 27.
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Table 27. Frequency Tabulation For Graph Use.

Lower Relative Cumulative Cum. Rel.
Class Limit Frequency Frequency Frequency Frequency

1 1 14 .0769 14 .0769
2 2 31 .1703 45 .2473
3 3 51 .2802 96 .5275
4 4 26 .1429 122 .6703
5 5 30 .1648 152 .8352
6 6 13 .0714 165 .9066
7 7 17 .0934 182 1.0000

Over 34% of the experimental subjects reported constructing graphs

for presentations at least once per month. Less than 10% reported never

constructing graphs for presentations. The remaining distributions can

be seen in Table 28.

Table 28. Frequency Tabulation For Graph Construction.

Lower Relative Cumulative Cum. Rel.
Class Limit Frequency Frequency Frequency Frequency

1 Never 18 .0989 18 .0989
2 Once a

year 37 .2033 55 .3022
3 At least

once a month 62 .3407 117 .6429
4 At least

twice a month 19 .1044 136 .7473
5 At least once

a week 33 .1813 169 .9286
6 Every other

day 8 .0440 177 .9725
7 Daily 5 .0275 182 1.0000

The average rank for military members taking the experiment was

the rank of captain. Over 25% of all subjects were captains. The

average grade for DoD civilians was the grade of GS-12. GS-12's
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represented over 21% of all subjects tested. The lowest military grade

tested was one E-4. The highest military grade tested were four O-6's.

The lowest civilian grade tested was one GS-09. The highest civilian

grade tested was one GK-15. Overall, the demographic results pertaining

to rank are very representative of the target population. The remaining

distributions can be seen in Table 29.

Table 29. Rank and Grade Frequency Tabulation.

Lower Relative Cumulative Cure. Rel.
Class Limit Frequency Frequency Frequency Frequency

1 OOITRACT 2 .01099 2 .0110
2 E-4 1 .00549 3 .0165
3 E-5 1 .00549 4 .0220
4 E-7 2 .01099 6 .0330
5 GG-13 1 .00549 7 .0385
6 CM-13 15 .08242 22 .1209
7 G@-14 5 .02747 27 .1484
8 GK-15 1 .00549 28 .1538
9 GS-09 1 .00549 29 .1593

10 GS-11 7 .03846 36 .1978
11 GS-12 39 .21429 75 .4121
12 GS-13 10 .05495 85 .4670
13 GS-14 2 .01099 87 .4780
14 0-1 3 .01648 90 .4945
15 0-2 10 .05495 100 .5495
16 0-3 46 .25275 146 .8022
17 0-4 26 .14286 172 .9451
18 0-5 6 .03297 178 .9780
19 0-6 4 .02198 182 1.0000

Forty-two o... the subjects had from six to ten years of federal

service. Forty-one of the subjects had from eleven to fifteen years of

federal service. Most of the subjects had between six and twenty years

of federal enploymnnt. This demonstrated representative characteristics

of the target population of mid to upper level DoD managers. The

reraining distributions can be seen in Table 30.
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Table 30. Years of Federal Service Frequency Tabulation.

Lower Relative Cumulative CuM. Rel.
Class Limit Frequency Frequency Frequency Frequency

1 0 to 5 25 .1374 25 .137
2 6 to 10 43 .2363 68 .374
3 11 to 15 41 .2253 109 .599
4 16 to 20 34 .1868 143 .786
5 21 to 25 21 .1154 164 .901
6 26 to 30 12 .0659 176 .967
7 over 30 6 .0330 182 1.000

The experiment contained 182 subjects of which 34 were female and

148 were male. Demographic analysis indicated that there were

differences between the mean responses based on sex for responses to

Canpany A only. In this instance, women tended to be less conservative

in the value of loans given to the fictitious Caopany A than men.

However, Company B's results contradicted the results found for Company

A. Therefore, there is not sufficient evidence to justify a rejection

of null hypothesis six. The ANOVA's and descriptive statistics are

listed in Tables 31 and 32.

Table 31. Gender One-Way Analysis of Variance For
Company A and B Loan Amounts.

Source of p-value for p-value for

Variation Company A Company B

Between Groups .0313* .4788

* denotes a statistically significant difference

Over 38% of the subjects had obtained a nasters degree. Over 28%

had at least a bachelor's degree. This tends to be very representative

of the target population. Most of the subjects (over 37%) reported
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Table 32. Gender Frequency Tabulation.

Lower Relative Cumulative Cum. Rel.
Class Limit Frequency Frequency Frequency Frequency

1 Femnle 34 .187 34 .187
2 Male 148 .813 182 1.000

their primary basis for professional experience to be that of nunagers.

Again, this is very representative of the target population of interest.

The remaining distributions can be seen in Table 33 and Table 34.

Table 33. Education Frequency Tabulation.

Lower Relative Cumulative CUR. Rel.
Class Limit Frequency Frequency Frequency Frequency

1 High School
Graduate 2 .0110 2 .0110

2 Sane College 13 .0714 15 .0824
3 Associate

Degree 8 .0440 23 .1264
4 Bachelors

Degree 51 .2802 74 .4066
5 Same Grad

Courses 36 .1978 110 .6044
6 Masters

Degree 70 .3846 180 .9890
7 Doctoral

Degree 2 .0110 182 1.0000

Debriefing Ouestions

Debriefing questions were asked in questions 11-13, 16, and 22 to

help provide continuing support regarding the validity of the

experimental task. The experimental subjects were asked if the

instructions were clear and simple to follow, and, if not, to indicate

weaknesses or suggest means of improvement. They were also asked to
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Table 34. Professional Experience Frequency Tabulation.

Lower Relative Cumulative CUM. Rel.
Class Limit Frequency Frequency Frequency Frequency

1 Technical 23 .1264 23 .126
2 Cmntracts 23 .1264 46 .253
3 Support 26 .1429 72 .396
4 Managerial 68 .3736 140 .769
5 Engineering 16 .0879 156 .857
6 Other 10 .054 166 .912
7 Scientific 3 .0165 169 .929
8 Operations 13 .0714 182 1.000

indicate the amount of time required by, their interest in, and

knowledge of the experimental task. Finally, the experimental subjects

were asked to provide any additional comments concerning the experiment

or end-of-exercise questionnaire on the back of the experiment.

Only four (2%) of the one-hundred and eighty-two subjects stated

that the instructions were not sinple to follow, and, in all four cases,

the main problem the subjects had with the instructions was that the

loan criteria and instructions were too sinple to make a decision on the

fictitious company's loans. Table 35 shows the frequency breakout for

the those who found the experimntal package instructions difficult.

Table 35. Instruction Difficulty Frequency Tabulation.

Lower Relative Cumulative Cur. Rel.
Class Limit Frequency Frequency Frequency Frequency

1 No 4 .0220 4 .0220
2 Yes 178 .9780 182 1.0000

The subjects were given two minutes per company to make their loan

decision. The subjects were told prior to initiation of the experiment

il



that the entire test would take less than 15 minutes. On average, it

took the experimental subjects 1.82 minutes to nuke their loan

determinations for all three ccmpanies. The most frequently listed time

to complete the loan decisions for all three companies was one minute.

The average level of interest experienced by the entire group of

participants was slightly above a moderate level of interest. on a

scale of one to seven the most frequently circled interest level was

four. The average interest level was 4.3.

None of the experimental subjects had previous knowledge of the

experimental task. In addition, only two people made comments

concerning suggested improvenemts to the experiment on the back of the

test. Again, as with question 11, the subjects stated that the

experimental task was too simple and reccmnended a more rigorous

decision rule be applied to make loan determinations for the companies.

Experimental Issues

There were many problems encountered in the construction and

administration of this experiment. Many of the problems with the test

instrument were cleared up during pretesting of the test instrument.

However, several problem were encountered even after the instrument was

pretested. one of the main problems that had to be resolved early on

was confusion on the part of the experimental subjects as to what

constituted a no trend presentation. This confusion led to several of

the subjects applying the wrong decision rule for determination of loan

amounts for the fictitious companies. In these cases, the subjects

would either interpret presentations with no trends as either decreasing

or increasing rather than presentations representing no trend in net
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asset. By thoroughly explaining the decision rule to each experimental

group, this problen was resolved early enough to ensure the experimental

results were not biased.

Construction and statistical analysis of the test instrument also

presented many challenges. No other thesis teams at AFIT had attempted

to conduct an experiment testing graphical displays using a factorial

experimental design. There are many issues related to the design of

this type of experiment that must be thoroughly understood before an

experiment can be successfully carried out. Mne text book on

experimental design was particularly useful in the development and

analysis of this research. The book, Statistical Principles in

Experimental Design, Second Edition, by B.J. Winer (1971), was used

extensively in the design and analysis of this experiment.
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V. Conclusion

The use of graphics in decision making have become increasingly

more connon not only within the DoD, but also in today's media. The

proliferation of software packages has nude the use of graphical

presentations in all facets of decision making more widespread. This

has made the relevance of this research even more timely due to the fact

that chances are very good that DoD nmnagers nay have to use graphics as

decision nmaking aids either in their personal or professional life.

Summary of Results

A review of the literature showed that there are numerous

standards which have been developed for graphical presentations

including a lesser amount regarding the proper use of chartjunk. As a

result of the concern over misleading graphs, several researchers

suggested specific criteria to ensure the integrity of the underlying

data within the graph. Tufte developed an equation which accurately

measures the degree of distortion in a graph (Tufte, 1983:56-57).

Additionally, Tufte, Cleveland, Christensen and Larkin, Taylor and

Anderson, plus several other authors, propose specific criteria for the

production of high integrity graphs (Christensen and Larkin, 1992;

Cleveland, 1985; Taylor and Anderson, 1986; Tufte, 1983).

Several graphical experiments were investigated to see if there

was any empirical evidence that violating specific criteria may cause

the readers of graphics to be misled because of distortions of data

contained in the graph (Carvalho and McMillan, 1992; Johnson and Rice,
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1990; Kern, 1991; Larkin, 1990; Steinbart, 1989; Taylor, 1983). Despite

a substantial number of experiments concerning graphical presentations,

no experiments could be found which empirically verified the effects on

perceptions or decision making when graphs included forms of chartjunk.

Barber and Dunn's experiment measuring the effects of iconic graphs

repres-:.ts the closest efforts at measuring chartjunk issues to date.

As a result of the lack of guidelines and empirical evidence on the

effects of chartjunk, an experiment was conducted in which specific

forms of chartjunk were manipulated. The results of that experiment

were reported in Chapter IV of this thesis.

Additionally, research was conducted to determine what

preferences, if any, exist concerning various forms of chartjunk versus

graphical presentations which do not contain chartjunk. It was

determined that many authors do not believe chartjunk or fill patterns

are appropriate and sane even feel that they may distort the viewer's

perception of the graph (Cleveland, 1985:24, 36; Tufte, 1983:107-108,

111). Additionally, sane studies have shown that the graphical format

may be capable of manipulating the decision made by the viewer of the

graphical display (Jarvenpaa, 1987:298; Vogel, Dickson, and Lehman,

1986:5-20).

The four Modes of Presentation used in the experiment did not have

any effect on the experimental subject's decisions for loan amounts to

the fictitious companies. Similarly, the Mode of Presentation had no

statistically significant effect on any of the subject's perceptions as

they related to loan decisions made. On the basis of the statistical

evidence presented in this study, the Mode of Presentation of numerical
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information, whether the mode be vertical bar graphs with varying

degrees of fill patterns or tabular in forrut, should not affect an

individual's perceptions related to decision making or decisions made on

that data. However, the trend of numerical information presented over a

period of time, whether the Mode of Presentation be vertical bar graphs

with varying degrees of fill patterns or tabular, does have an effect on

an individual's perceptions and decisions nude on that data.

Additionally, it is worth noting that the Mode of Presentation

(i.e., graphical versus tabular modes of presentation) resulted in no

significant difference with regards to the experimental results. This

statement was true for all dependent responses in the experiment

regardless of whether the responses were related to the experimental

subject's decision making or perceptions. Previous research into the

effects of graphical and tabular representations an decision making has

been inconsistent (Vessey, 1991:219). Same studies have found that

graphs are better than tables while others suggest the opposite is true.

The results of this experiment fit in the middle of this argument and

seen to support previous research conducted by DeSanctis and Jarvenpaa

(DeSanctis, 1984:463-487; Jarvenpaa, 1988:764-774). The most recent

thinking on the graphs versus tables controversy suggests that the task

required is the cause of the mixed research results (Vessey, 1991:219).

Therefore, it may be important to understand that the particular task

(i.e., loan determination task) required by the experimental subjects

for this particular type of experiment produced no significant

differences in the subject's decision making.

116



It was noted throughout the experiment that the trend of the

numerical information presented for each fictitious company had a

statistically significant effect on the experimental subject's

perceptions related to decision making, as well as the decisions made on

the loans. The only exception to this finding was the perception of

confidence associated with the application of the loan criteria and

decision rule. In this case only, Trend did not provide any

statistically significant effect on the subject's perceptions. In every

other instance throughout the experiment, the trend of the information

presented for the fictitious companies had an effect on their responses.

One explanation offered that attempts to explain why Trend had an

effect on the experimental results is the bias caused by the decision

rule used in the experiment. This decision rule required the

experimental subjects to determine loan amounts for the fictitious

companies based on their perception of the trend of each company's net

assets over a four year period. Even though the experimental subject's

loan decision responses were normalized, the bias caused by the decision

rule could not be completely removed from the experimental results.

Thus, unique groups of responses were formed due to the bias created

from the decision rule employed in regards to Trend. The effects of

Trend on decision making was not the primary concern of this experiment.

It may provide an avenue for future research though.

Recummendations For Future Research

It has been demonstrated (Kern, 1991 and Larkin, 1990), that a

decision-maker can be misled by manipulated graphs. This experiment has

attempted to address a very small facet of research recomended in the
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area of graphical modes of presentation and their effects. There are

many other facets of chart junk that have yet to be researched. Future

research may prove useful in the analysis of the effects of iconic

graphs on decision making or color manipulation and its effects on

decision making.

As mentioned previously, it may also be useful to address the

subject of trend of information in relation to how it is perceived by

experimental subjects. As mentioned above, the manipulation of the

trend of net assets for the fictitious companies used in this experiment

had an effect on the subject's responses to the decision making and

perceptual questions asked in this experiment. Additional research

might provide more insight on the exact relationship the trend of

information has in decision making analysis.

Another area for future research nay be to determine in more

detail the way decision makers use visual displays such as graphical

presentations to decipher various forms of information such as financial

reports or other accounting information. Differences found between

different types of decision makers or different levels of decision

makers might provide insight into the degree to which graphical

presentations are, or are not effective as information tools.

Additionally, this research focused on a target population of mid

and upper level DoD managers. The research did not attempt to

generalize the findings outside of this target group. Future research

that investigates similar manipulations and their effects on a larger

population may provide more insight.
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Managerial Implications of This Study

This research has proven, to same degree, that the manner in which

data are presented can have an impact on decision making. Specifically,

the trend of numerical information, whether it be increasing,

decreasing, or no change, can alter a decision-maker's perceptions and

the decisions made. However, as long as no criteria are violated

concerning graphical presentation guidelines, the Mode of Presentation

should not influence a decision-maker's perception or decisions Trade on

the information presented. When developing presentations that are to be

used as a decision aid if the information is presented in a time-series

format, consideration must be given to the effects of the trend of

numerical information only.

Previous experiments have shown that gender nay be an important

factor in graphical presentation and interpretation (MacKay and

Villarreal, 1987). For the purposes of this study, the effects on

decisions made between male and female subjects were inconclusive.

Therefore, no argument can be made on the effects of gender on decision

making. In this case, managers must assume that gender does not have a

statistically significant impact on decision making. Further research

into the area of gender would be required before the gender hypothesis

could be rejected.
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Appendix A. Experinental Packaue

This appendix contains a copy of all materials used to admkinister

the paper and pen behavioral experiment except for the end-of-exercise

questionnaire which can be found in Appendix D. The instructions,

graphs, and tables presented here are slightly smaller than those used

in the actual test (i.e., 90% of the original size). Pages 121 through

125 contain the instructions used for all graphical displays. These

instructions applied to factorial cells one through three, five through

seven, and nine through eleven. Pages 126 through 130 contain the

instructions for the tabular display which was used for cells four,

eight, and twelve. A total of 36 displays were used during the

experimmnt (i.e. three in each of 12 cells). The factorial cell number,

graph versus table, Mode of Presentation, Trend, and associated page

numbers where the graphs or tables are located is displayed in Table 36.

Table 36. Location of Experimental Graph by Factorial Design Cell.

Cell Graph or Mode of Page Number
Number Table Presentation Trend (inclusive)

1 Graphical No Fill Pattern Increasing 131 - 133
2 Graphical Light Fill Pattern Increasing 134 - 136
3 Graphical Heavy Fill Pattern Increasing 137 - 139

4 Tabular Table Increasing 140 - 142
5 Graphical No Fill Pattern No Change 143 - 145
6 Graphical Light Fill Pattern No Change 146 - 148
7 Graphical Heavy Fill Pattern No Change 149 - 151
8 Tabular Table No Change 152 - 154
9 Graphical No Fill Pattern Decreasing 155 - 157

10 Graphical Light Fill Pattern Decreasing 158 - 160
11 Graphical Heavy Fill Pattern Decreasing 161 - 163
12 Tabular Table Decreasing 164 - 166

120
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compantys net -m11e1trend sosno %pirlco-i-chone fte monit of the loan will
be between $30,00 and $50,000; and If fte companys net mom we h icemlng
the amowWt of fth loan wEl be betwee $50,000 and $70.000.

The e,1o unourt of the loa wE be detsmilned by you and should be bind on
anslysbsofoaNyarndata FEl in the loan wrnount on the loan hrdmia11ol shsetL

(Plese m br Vo noedau page)
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A dbplm of th~w rfmoini deiin rm hm bee pnrdmd lor your bwum below You
may mre o this displa or "h wril'tnw mlrucdlors rmined d*urb #m

LOAN AMIOLMT 0)

DECRASMN TREND 10,000 as so 30,000

NO SIGNIFICANT 30.001 No Do 30.000
CHANGE IN TREND

INCREASIN TREND 50.=0 o4 90 70,000

(Pbmm tum ID the nodi pge)
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ADO~O MI USRICTlWSAND DUfOS

1. ASSETS: For fth purposess of this expernimet mesw sm defined seth& WWt
mesouroee (Ie.. cash, land. buildigs, equomipmn aoccemt rceI -%m et.ar) a
company has ownrshp of as of the dab. Iidalcd on fte clu

2I UIAM~lMES: For the purposes of fths experkment Nebuae am defind as the
totW debt (O.e, accouats paymble, notes pay"e, - - ies payable, et.).a company
hs accumulae~d smof the dole kxNdicaed an the chrt.

3. NEF ASSETS: For the purposes of this expermnwt net 2@gtmet -~m de-ne m
-m mius Babules.

4. Lengt of Test This exercise wIN be timeda. You wIN be gqven 2 mk*es per
company lo view fte fIrnucils btranyion aid mnwk your meponses. The toaW tme
lor "h exweris should not exceed 15 nMnrae.

5.You may go beck to any part of the test or irutructiorn to ensure tha you
enwer aN the question appropM*t.y Howver, DO NOT CHANGE THE ANSWERS
to questions already completed.

6. An exunpie of th financilal presemntaton mode and loan ilrrmation sheet we
conteined on the ioowing pop.

(Plum" ban toD ans nex pge
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EXAMPLE

COMPANY D NET ASSETS (10 - 1993)

& EAR NRET ASSETrS

19=0 $10,000
1991 $mow01gin.ao~oo
I= $30,(X)

im $40.0w

Loa khgmmulsn Shet (m h)

1. Lon ut -Aprov D roed
2. Lown Amourt Approved: $ (FI In Arnount)

(Pmm torn b nod pqa)
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Nq you he any quindoms ph.. ak them raw. No qimodors wI be sinee-d
-uk the di nin~shdo -of"th xeurie.

(Do 00t bIFA Oe pep WuO Ud ID do So by Use Mus"r
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Company A
Net Assets (1990 - 1993)

40"

40

low0 1991 1992 l8es

N Assets

Loa hdr ne.d , (FIN hI)

1. Loan Request_ Approd Diapprovd

2. Loan Amorut Approved: $ (RN In Amxxot)

(Do not turn te page unuutn lde do so by h IMonior)
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Company B
Net Assets (1990 - 1993)

50

40

1990 191l 1992 190

Net Assets

Loam lnformalon Sheet (FE In)

1. Lown Requet _ Approved _ Dispproved
2. Loan Amount Approved: $ _(Fi In Amomu)

(Do not tbm the paue unil told Io do eo by the Monlom)
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Company C
e Assts (1990 - 1993)

0 00-

" I I

cl

-10000|
1960 1691 192 1918

Net Assets

Loam IlufMaOshed (FM In)

1. Loan Request- Appived -Dpoved

2. Loan Amount Approved: $ (IN In Amount)

(Do mot SuUmOn ~e undg WM lb do so Uby nIun,)
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Company A
Nt Assets (1990 - 1903)

50

40

ft-

1990 1901 1902 1910

Net Assets

,�Lein U. Sh_- : ( in)

1. Loew Request - Approd_ Disapproved
2. Loan Amount Approved: $ (FiU In Amount)

(Do .nt tasm Vie pag Ul i• Is do so by Ut. Man"sr)
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Company B
Net Asts (1990 - 1998)

so

40

100

0
1990 lins 190 lI=

Net Assets

Loan hlonnaton Sheet (M In)

1. Loan Pqu _A ovd _ Dam wd
2. Loan Aour Approved: $ (.M In Amount)

(Do nW lum Oe pq. unl Isld ft do seo y Ow Monitor)
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Company C
Net Asets (1990 - 1993)

a

-000

10000 191t l1992 19909

Net Assets

Leeni Usu, Sheet (he nb)

1. Low Requa Apoved _D-approed
2 Loon Amout Approwd: .(FRH In Amount)

(Do not two urn. pp Will bd lb do so by UV Monlbd)
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Company A
Net Assets (1900 - 1993)

50

40

1900 1901 1902 1900

Net Asets

L.em I ftm - Shet (FM hI)

1. Loan Request: _ Approved _ Disapproved
2. Loan Amount Approved: $ (Fil In Amount)

(Do not tur Urn pqge ntill biM t do so by Ur lMmlmbr)
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Company B
Net Assets (1990 - 1993)

W.

101

1900 1901 1992 logo

NetAeefta

2. L~ow Amount Apprwnod: $ M1 In Amut

(Do wd lun Ohe ipWl rii ftM to do so by *ae kmftmr)
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Company C
Net Assets (1900- 1998)

000
2-

a

1960 16M 1962 1966
Net Aefts

Lemn IhnmaUm Sheet (FO i)

i. Loan R~-ue- _Appovd _D- pov
2. Loan Amount Approved: $ _("I In Amount)

(lkDo not n VUaigen umMl bMfll do so by Ohum Irw)
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COMPANY A A8SET8 AND UABILflES (1900 - 153)

YEAR NET ASSETS

190 $15,000
198112,(3

lgu $3aoo

Len s So-nt (m hs)

1. .nPaq- -Apro Dbqmowd
2. Loan Amourt Approved: $ Amount)

(Do nmt tiwo pq. nw bUd b do sby Uealmr)
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COMPANY B ASSETS AND UABILITIES (1930 - 13O)

YEAR NET ASEr•

190 $18,750
•om $25,o0
1891$1.5
im $TAiO
low $45,000

Loui hbswMen Sbeet (FN I)

1. Loon Pqus - Apad- Disproe
2. Loon Amount Approved: $ _(Fll In Amount)

(Do m m ingo pun. bM Im do so by Msm•m)
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COMPANY C ASSETS AND UALITIES (IM. - 93)

YEAR NETAIMITSI

low WOOD0
19S1 $2.00

im $1.0w
1993 S4,00

Lou 101nee Sbeet (M In)

1. Lommql -pre - Diapoe
2. Lowi Amoust Approved: _ (FE In Aunourt)

(Do not tam pq age WUmf Ii do so by Membr)
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Company A
wt asft (19900-1993)

20

Ne t Assets

Losolhufsin do-.Sheet (FI h)

1. Loan -e~w _ -pme _ Diaproved
2. Loan Amiount Approved: $ (Fil In Aniourd)

(Do not tuvn the page mnil Ud to do so by 6t. Moubs,)
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Company B
Ne Awst (199o0- low)

12-.

NMt Ainseft

1. Leo - -uftAprw Dbeprwmed
2. Loan Amcuit Appeoved: " 3In AanourU

(Do net %um Urn peg urnS %d ft do eo by Use Mosher)
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Company C
Net Assets (1990 - 1903)

1000

2Mo

-am

19900 19101 19192 IM10

Not AMeet

Le.m hdsu lon Set (sh d in)

1. LeonPLmt _Approved _ Diapproved
2. Low Armoi Approved: $ ( In Aunoex

(Do not tern UOe peme umlU Ie t do doe by Uie Moebo.)
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Company A
Net Assts (1990 - 1993)

"30

20 -tt- --

CCA

10 . ... •A -.
I4

1990 19M Iig NS

Net Assets

Loam InfonmaUsn Shee (FM In)

1. Loan Request - Approved _ Disapproved
2. Loan Aount Approved: $ (FIN In Amount)

(Do not turn the page unOll Uo 11 do so by the Molmlr)
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Company B
Net Assets (1990 - 1993)

20

16

12-

4-

0
1960 101 1962 low

Not Assets

Loam hmw•ao n Shet (M In)

I. Loan Reqes _- -roe Dbeppovd
2. Loan Aniourm Approved: $ _(FM In Amount)

(Do not tum 9wn. pqae wMmi btd In do so by do. lMor)
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Company C
Net Aisets (1990 - 1903)

10O000
1411

U000

-2000-

40000I

-10000

Net Assets

L. hdarmdem Shet (FM hn)

1. Loan Paqut • Approved _ Dump-o
2. Loan Afmout Approved: $ (Fi In Awunt)

(Do not m Orn peg uni Ul Id do w by On. kmubw)
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Company A
Ne Awe% 01990 -1993)

2010- ..

1990 1091 1992 1logs

Net Assets

Lei kIfommdsn Shhet (Fu in)

1. Loan Request _ Approved Disapprod
2. Loan Amount Approved $ (F, In Anourt)

(Do not turn Ue page untl bfld W do so by Own lMouat)
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Company B
Net Assets (1990- 1903)

20

16

4-

0- 1900o 1OO 19091

Net Assets

LOWn ho di Smedt (PM h)

1. Loan P.qust Ap-oved Depprowd
2. Loan Amount Approved: $ (F In Amourt)

(Do not turn U. page unto WMd ID do so by the Monkor)
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Company C
Not MAssts (1990 - 1993)

W0-

Iwo IdsMasSht (5 hi)

1. Lxa Requet _ -proe _ Dbqnmwd
2. Loan Amount Approd: $ (MI In Amount)

(Do not tafn th e. ~n wM f tD do so byv gon lion"r



COMPANY A ASSETS AND UAIUTIES (190 - 1199)

YEAR NET ASEMTS

19901925
199 $21.25
im $19,250

L.m himuudm shad (m bin)

1. Lon Pq. Apov _Diapoe
2. Lown Amount Approved: $ (RI1 In Amount)

(Do rot bm pqa unU bid Is do so by Umber)
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COMPANY B ASSETS AND UABILmES (1100 - 19)

YEAR NET MAS

1090 $15,500
81m $14,o0o

1092 $15.500
1IN $14,0o0

Loan h•fgmallon Sheet (FO hi)

1. Lon Pequest _ vd Dpprwd
2. Loan Amunot Approved: $ (F In Amou)

(Do not Own peg. uno tad D do so by aonebr)
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COMPANY C ASSETS AND UADULmES (1"0 .198)

YEAR NET ASOETS

10= $1.500
1N1 "-e000
1062 $1,500
lIm $4e000

Iam bWrmsdsm shemu (M MI)

2. Low Anowt Approved: I (Fl i Amoirt)

(Do mnt Orwn pes 1M %W I* do us by Moikuer)

154



Company A
Net Asets 1990- 1993)

40

120-

100

1990 IMl 1992 1909

Net Assets

Lemn siSmaSt Sheet (FIM b)

1. Loon Request _ Approved - Dismbppoved
2. Loan Amount Approved: $ (Fll In Amount)

(Do not torn Un page rap bdii b do so by Ohe Moner)
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Company B
Net Assts (19900- 1998)

aa

40

20-

1900 im0 1902 1l0w

Not Asset•

Lam, Inufreion bedt (Fm h)

i. Lo -aus _Apoe - Diapoe
2. Loan Amount Apprved: $ (FU In Aour)

(Do not trim r#a pag.e mmi bid ID do so by .he Menibr)
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Company C
Net Assets (1990 - 1909)

1000

aem2000-

"a

19100 1901 18M l99

Net Assats

L.ý hfm Shee (Fsd in)

1. Loan -~t Aproe - _ Disprwd
2. Loa Amount Approve: $ (FI In Amount)

(Do not turn U. pe unil hun M to do m by Un lMhnblr)
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Company A
we Meets (1000 - 1908)

40

Not Asmets

L4=. hdseumS Sbetd h

1. Loan Pq~mw _ -pme Dbpma
2Z Loan Aanourt Approvad: $ (FE In Amoexi

(Do not twon U, pae" mutE la ID do am by Us. Mwine)
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Company B
We Mswts (1990 - 1993)

so'

40-

20i

0
1i0 191 19219

Not Assts

Lou, liwMftoumn Shead (M' in)

1. Lo eus -Aprvd- Disapprovd
2. Loon Amnount Approved: $ _(Put In Amount)

(Do not turn the Ppag urnS tdU ID do ao by dw Monher)
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Company C
Net Amsets (1990- 1993)

10000"

sw-

-10000.
190 1n 1662 Ilee

Net Assets

Lam bim ftn SlmW (M In)

1. Loan -unf _ Aproe _-bppo
2. Loan Amunt Approved: $ .(Fil In Amoim")

(Do notw lur w pipe um1 tWM I do so byIl s MUonr)
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Company A
Net Assets (1990 - 1998)

40

1990 1901 1992 1N93

Net Asst

Loem iseruston Shmet (Fo in)

1. Loan Request _ Approved _ Disapprowed
2. Lown Amount Approved: $ (FIN In Amount)

(Do not urn the paop untll tIM to do se by U, MIonillr)
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Company B
Net Assets (1990 - 1993)

"*I

20

1900 19ie1 1992 low•

Net Asets

LOa liftqMals Shee (in b)

1. Loan Request Approved Disapprved
2. Loan Amount Approved: $j •(F In Amount)

(Do mot bam the ~e urnl toid b do eo by Ow Momlmr)
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Company C
Not Assets (1990- 1993)

400

l99O 1991 1902 1998
Net Assets

Lýg t ,dnfe n Shet (PO In)

1. Loan Request _Approved - Diapprovd
2. Loan Amount Approved: $ (FNI In Amount)

(Do not tum ~epmeun UIt M to do s by U . mUbr) -
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COMPANY A ASSETS AND UABILMT1ES (IMO - 193)

YEAR NE S MSEIM

low $35.000
1991 •12,O0
im $25.Oo1902 $2%,000

1g03 $11.000

Lun hisematl. afShs (MiN in)

1. Lown Paqust _ o _ Dim ovd
2. Loa Amount Approved: (FI In Aui

(Do not aum pqs uni WlM ID do so by sumnIr)
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COMPANY B ASSETS AND UABILUTIES (1990 -1993)

YEAR NET ASSIET

1990 $52,5W
191 $37,500
1992 $34.000
I= $31,5O

Lon idwmiul SI (t a In)

1. Loan Request Aproe - _ Disnapproved
2. Loan Amount Approved: $ (FMU In Amount)

(Do not uim pa ud UMd lb do so by Momlr)
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COMPANY C ASSETS AND UABIUTIES (1990 - I9I)

YEAR NLET A8SET

1990 $8,0

191 $1.000

im $-4,000

Lýo e n selsn Shet (F hi)

1. Lown Request _ Approved _ Disapproved
2. Loan Amount Approved: $ (FM In Amount)

(Do not bwm page unU WMd b do so by klonkr)
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Appendix B. Values Used to Create Experimental Package Graphs

This appendix lists all the values used to create each graph or

table used in the experimental package. Table 37 lists the factorial

design cell number, company (i.e. Company A, B, or C), years containing

the net asset trend data, and the net asset value for each year in the

cell display.

Table 37. Values Used to Create Individual Graphs and Tables by
Factorial Cell.

Net Asset Net Asset Net Asset Net Asset

Cell Value for Value for Value for Value for
Number Ccmpany 1990 1991 1992 1993

1 A $15,000 $20,000 $25,000 $36,000
B $18,750 $25,000 $31,250 $45,000
C $ 5,000 $ 2,000 $ 1,000 $-4,000

2 A $15,000 $20,000 $25,000 $36,000
B $18,750 $25,000 $31,250 $45,000
C $ 5,000 $ 2,000 $ 1,000 $-4,000

3 A $15,000 $20,000 $25,000 $36,000
B $18,750 $25,000 $31,250 $45,000
C $ 5,000 $ 2,000 $ 1,000 $-4,000

4 A $15,000 $20,000 $25,000 $36,000
B $18,750 $25,000 $31,250 $45,000
C $ 5,000 $ 2,000 $ 1,000 $-4,000

5A $19,250 $21,500 $19,250 $21,500
B $15,500 $14,000 $15,500 $14,000
C $ 1,500 $-8,000 $ 1,500 $-8,000

6 A $19,250 $21,500 $19,250 $21,500
B $15,500 $14,000 $15,500 $14,000
c $ 1,500 $-8,000 $ 1,500 $-8,000
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Table 37. Continued.

Net Asset Net Asset Net Asset Net Asset
Cell Value for Value for Value for Value for

Number Cumpany 1989 1990 1991 1992

7 A $19,250 $21,500 $19,250 $21,500
B $15,500 $14,000 $15,500 $14,000
C $ 1,500 $-8,000 $ 1,500 $-8,000

8 A $19,250 $21,500 $19,250 $21,500
B $15,500 $14,000 $15,500 $14,000
c $ 1,500 $-8,000 $ 1,500 $-8,000

9 A $35,000 $25,000 $23,000 $11,000
B $52,500 $37,500 $34,500 $31,500
C $ 8,000 $ 1,000 $-2,000 $-4,000

10 A $35,000 $25,000 $23,000 $11,000
B $52,500 $37,500 $34,500 $31,500
C $ 8,000 $ 1,000 $-2,000 $-4,000

11 A $35,000 $25,000 $23,000 $11,000
B $52,500 $37,500 $34,500 $31,500
C $ 8,000 $ 1,000 $-2,000 $-4,000

12 A $35,000 $25,000 $23,000 $11,000
B $52,500 $37,500 $34,500 $31,500
C $ 8,000 $ 1,000 $-2,000 $-4,000
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Appendix C. End-of-Exercise Ouestionnaire

This appendix contains a copy of the naterials used to administer

the end-of-exercise questionmaire portion of the behavioral experiment.

The instructions and questions presented here are slightly sraller than

those used in the actual test (i.e. reproduced at 90% of the original

size). ANOVA and frequency tabulation results for the various questions

can be found in Appendices E through G.
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END-OF-EXERCISE QUESTIONNAIRE

This section of the questionnaire contains a mnuber of statements that relae% lo toe
exercise you have Jus compleed. Use. the Woowing rating scale to InicAte, ' the exhan
to which you agree or disagre, with the staleamants shown below. Please mnwk yom
anwer on the scale provided below each statement.

I1= Stronglydisagre.
2 = Moderately disagree
3 = Slightly d~saee
4 = Neither agree nor disagree,
5 = Slightly agree
6 = Moderately agree
7 = Strongly agree

1. Given the samne inlonnation for each company and the same loan criteria, again
yotN decision to approve or disapprove any of the company's lon pplications and
amonxrts would be the sarne.

Strongly Disagree 1-2 3 4 5 6 7 Strongly Agree

2. The loan risk you wouLd assciate with Company A was significant

Strongly D"sagree 1-2 A toil~e

3. The loan risk you would associate with Company B was signiflcwt

Strongly Disagree 1- 4 - 6--4-7 Strongly Agree

4. The loan risk you would massclate with Company C was significant.

Strongly Disagree 1- 23 4 5 G--7 Strongly Agree

5. The tren for net mes or Comnpany A was significant.

Strongly Disagree 1-2 3 4 -4-4-7 Strogly Agree

6. The trend for net assets for Company B was signifficant.

Strongly Disagree 1-2--3 41 6--7 Strongly Agree

(Pleaee barn fIm , next page)
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7. Them tredor rutametefor CompanyC was hignificar

Strongl Disagre 1- 2 3 1 5 - -7 Strongl Agree

Use the ratin scale below to ndicate HOW YOU FEEL about the lollwin #vne

I= Very l~itle coridenos
2 = UtLe confidence
3 = A mnoderate amout ol' confidance
4 = Great confidence
5 = Very great cordidence

S. The confidence you feel about your loan evoaluton for Coqmpan A is:

Very tL~e 1-2--3- --4.---5 Very Great
Confidence Confidence

9. The confidence you fieel about your loan evaluation for Company B is:

Very Lttle 1-2 3 4-5 Very Great
Confidence CordWence

10. The confidence you feel about your loan evaluation for Company C Is:

Very~~~ Utl 2---4-5 Very Great
Confd~ence Corddenoe

11. Were fth instrctions imple to follow? _ Yes __No

If no, please Indicate weaknmesses or sugges means of Improvement

12.z poxmtl what was the amount of time requilred to make your lo~an decisions
for all three comnpanles? -minutes

13. What was your level of Interest in the experimental task

very 1- 3 -- 1 5 9 -7 Very
LOW Moderate High

(Please fern to Ove Rext page)
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14. How allan do you usa graphics In decision m~l.g
Neve __At least once a week

_As least once a Vow _Every other day
__At l..t once a month Daly

At least twice a mnonth

15. How~ala do you conOru graphs for PReeerdlci?
-Never __ At Woo once a week

At lemat once a yewr __Every other day
At Iewo once a umonh Daily

-Atleasttwice a monh

16. Did you hame prAvit knowledge of this experinmen _Yes _No

17. WhatIs your runkor grade?___

18. How marry years of federa enpioymenat do you have?
_Oto5 1816o2D _ over 30

81010 211o25 -None
11 itol is 2to3O

19. Ama you: - Male _ Female

20. What is your educatoiona backgrounid?
-Hig Schoo Grauaft Sorne Grauaft Courm
-Somne Colege - Maxim egree

Meoeati Dere - Doctr Degree
Bacalmweab Degree

21. Which of the *olowing ftield do you consider to be the primtery basis for your
PKrmwwexperence?

_Technical -Manageria - Scientific
Contracts -Engineering _ Operations

- Support _Othr Missease write in) ______

22. If you have any additional commrents concerning any part of the experimient or
questionnaire, please write them below or on the back of this page.

Thank you for your partolptmio.
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Appendix D. Description of Terms and Variables

This appendix contains three tables which describe the terms and

variables used throughout this thesis. Table 38a gives a description of

some of the general terns that are found in various sections of the

thesis and a limited number of tables. Table 38b gives a description of

the various terms found within in the statistical outputs and lists what

tables or figures they appear in. The description of terms come from

the following: (McClave and Benson, 1991: 85, 347, 349, 458, 528, 860-

862, 867; Neter, Wasserman, and Kutner, 1990:634; Statgraphics User's

Manual, 1992:F21-F27, M9-M25; Statistix User's Manual, 1992:246). Table

38c contains a description of all the variables used within this

experiment.

Table 38a. Description of General Terms Used.

SECTION
TER AFFE,'. . DESCRIPTION

a chapter III The probability of making a type I error

Chapter III The probability of making a type II error

A or Chapter III The difference between the maximum pi and
Difference minimum npi

i Chapter III Effects of the ith level of the first
factor; averaged over the m levels of second
factor, the ith level of the of the first
adds a; to the overall mean p.

j Chapter III Effect of the jth level of the second factor

ij Chapter III Interaction between the ith level of the
factor "Trend" and the jth level of the
factor "Mode of Presentation."
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Table 38a. Continued.

SECTION
TERM AFFECTED• DESCRlIPTION

m Chapter III Represents factor NMode of Presentation."

V/mean Chapter III Overall mean response: average of mean
responses for the tin populations.

MSE Chapter III Refers to the mean square of error of the
ANVYA F-statistic. See formula below:

S(n.g - 1 t

Cal

Where:

2 a (Xit - 3i )2

MST Chapter III Refers to the treatment mean of the ANOVA
F-statistic. See formula below:

nt

DC

Where: nt = number of observations
for treatment t
k = number of treatments
n = number of observations
d.f. n-k k
Xit ith observation of treatment t

Multi- Chapter III Statistical procedure that analyzes the
factor effects of two or more factors effects on a
ANOVA response variable.

r Chapter III The number of factor levels

e or Chapter III Deviation of Yijk from the population mean
Residual response for the ijth population.
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Table 38a. Continued.

SECTION
SEM DESCRIPION

Standard Chapter III, A measure of the amount of variability or
Deviation Descriptive dispersion about the mean, present in a

Statistics data set. The square root of the variance.

Standard Chapter III, Refers to the internal and pooled error of
Error Descriptive the ANOVA F-statistic. Calculated by the

Statistics following formula:

Internall: 
s 2

Pooled: AW

t Chapter III Represents the factor 'Trend."

tm Chapter III Represents the 'Node of Presentation" and
"Trend" factor combinations.

Variance Chapter III, Variation from the mean.
Descriptive
Statistics

SChapter III The noncentrality parameter used to compute
an appropriate sample size for each cell of
a fixed effects factorial model.

Table 38b. Description of Terms Used In Statistical Tables.

TABLES
TER TEMINOLOGY DESCRIPTION AFFEC'T

Cure Rel -- Coumt s frequencies. Frequency
Freq

Cumulative Cumulative frequencies of a set Frequency
Frequency of data.

175



Table 38b. Continued.

TABLES
TE4 TEMINOLOGY DESCRIPTION ATFFLEST

d.f. number of The number of observations in ANOVA
degrees of the data collection that are
freedcm free to vary after the sample

statistics have been
calculated. ?arameter of the
F-statistic.

F F statistic The test statistic for ANOVA ANOVA

(see Chapter III). Summary

Frequency Distribution of a set of data. Frequency

Inter- Refers to the combined effect of ANOVA
actions tuo factors on the response

variable.

Inter- Middle range of data. Descriptive
Quartile Statistics
Range

Lower Lower limit of data classes. Descriptive
Quartile Statistics

LS Mean Least Statcravhic bases all analyses ANOVA
Square on LS Mean; confidence level
Mean for means plot.

LSD Least The range test method used to ANOVA
Significant calculate confidence intervals
Difference about the treatment means.

MS Mean Square The two F-statistic sum of ANOVA
squares divided by their ap-
propriate degrees of freedom.

Median Mid point of a data set. Descriptive
Statistics

Mode The most camui number observed. Descriptive
Statistics

One-Way ANOVA Statistical procedure that ANOVA
ANOVA analyzes the effect of one

qualitative factor on one
response variable.
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Table 38b. Continued.

TABLES
TR TE•IMNOLOGY DESCRIPTION AFCE

p p-value The smallest level of signifi- ANOVA
cance at which the null hypo- Summary
thesis would be rejected when
a specified test procedure is
used on a give set of data.

Relative Proportion of values versus the Frequency
Frequency number in the total population.

Sig Lvl Significance See p, (p-value) above. ANOVA
Level

SS Sum of There are three sum of squares, ANOVA
Squares SST is the measure of total

deviation in the data, SSE is
the measure of variation present
even if Ho is true, SSTr is the
amount of variation due to dif-
ferences in average values. The
sum of squares values are used
to calculate the mean square.

Upper Upper limit of data classes. Descriptive
Quartile Statistics

Wilk- Procedure which examines Normality
Shapiro/ whether a variable conforms to Plots
Rankit a normal distribution Appendix J
Plot

Table 38c. Description of Variables Used in Behavioral Experiment.

VARIABLE DESCRIPTICOi

AB Interaction of "Trend" and NMode of Presentation."

Mode Indicates the type of presentation format:

1 = no fill pattern
2 = light fill pattern
3 = heavy fill pattern
4 = tabular
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Table 38c. Continued.

VARIBLE DESCRIPTICO

Score A Response for Ccupany A.

Score B Response for Coany B.

Score C Response for Ccmpany C.

Trend General direction of net assets:

A = increasing
B = no change
C = decreasing

Q1 End-of-Exercise Questionnaire question 1 responses.

Q2 End-of-Exercise Questionnaire question 2 responses.

Q3 End-of-Exercise Questionnaire question 3 responses.

Q4 End-of-Exercise Questionnaire question 4 responses.

Q5 End-of-Exercise Questionnaire question 5 responses.

Q6 End-of-Exercise Questionnaire question 6 responses.

Q7 End-of-Exercise Questionnaire question 7 responses.

Q8 End-of-Exercise Questionnaire question 8 responses.

Q9 End-of-Exercise Questionnaire question 9 responses.

Q1O End-of-Exercise Questionnaire question 10 responses.

QIl End-of-Exercise Questionnaire question 11 responses.

N = No
Y=Yes

Q12 End-of-Exercise Questionnaire question 12 responses.

Q13 End-of-Exercise Questionnaire question 13 responses.
Q14 End-of-Exercise Questionnaire question 14 responlses.

Q15 End-of-Exercise Questionnaire question 15 responses.
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Table 38c. Continued.

VARIABLE DESCRIPTION

Q16 End-of-Exercise Questionnaire question 16 responses.

N = No
Y = Yes

Q17 End-of-Exercise Questionnaire question 17 responses:

GG = Government Grade
GS = Government Schedule
GK = General Manager
0 = Officer
E = Enlisted

Contract = Contractor

Q18 End-of-Exercise Questionnaire question 18 responses.

Q19 End-of-Exercise Questionnaire question 19 responses.

F = Female
M = Male

Q20 End-of-Exercise Questionnaire question 20 responses.

Q21 End-of-Exercise Questionnaire question 21 responses.
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Appendix E. Raw Data

This appendix contains all the values for each question as

registered by all individual subject who participated in the behavioral

experiment. Term and variable definitions are contained in Appendix D.

Table 39. Behavioral Experiment Raw Data.

SUBJECT SORE A SCORE B SCE C TREND MODE Qi Q2

1 50001 70000 0 A 1 7 1
2 50001 60000 0 A 1 5 2
3 50001 60000 0 A 1 7 2
4 60000 60000 0 A 1 5 3
5 50001 65000 0 A 1 1 1
6 55000 60000 0 A 1 6 5
7 50001 50001 0 A 1 7 2
8 60000 60000 0 A 1 7 6
9 70000 70000 0 A 1 6 1

10 50001 50001 0 A 1 4 1
11 70000 70000 0 A 1 7 2
12 50001 60000 0 A 1 6 6
13 50001 70000 0 A 1 7 1
14 50001 50001 0 A 1 4 4
15 60000 65000 0 A 1 6 2
16 30000 30000 0 A 2 3 1
17 50001 50001 0 A 2 6 4
18 65000 65000 0 A 2 5 3
19 50001 50001 0 A 2 6 4
20 70000 70000 0 A 2 7 1
21 60000 70000 0 A 2 7 3
22 50001 60000 0 A 2 7 2
23 50001 55000 0 A 2 7 1
24 70000 70000 0 A 2 4 3
25 50001 50001 0 A 2 7 5
26 60000 65000 0 A 2 7 2
27 70000 70000 0 A 2 7 1
28 50001 50001 0 A 2 4 6
29 50001 60000 0 A 2 5 3
30 60000 65000 0 A 2 6 3
31 50001 50001 0 A 3 7 3
32 70000 70000 0 A 3 7 1
33 65000 70000 0 A 3 5 6
34 65000 65000 0 A 3 7 2
35 55000 60000 0 A 3 1 3
36 55000 60000 0 A 3 6 1
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Table 39. Continued.

SOBJECT SCORE A SCORE B SCRE C TREND MDE Q1 Q2

37 70000 70000 0 A 3 7 4
38 60000 65000 0 A 3 3 2
39 50001 70000 0 A 3 5 6
40 70000 70000 0 A 3 7 2
41 60000 65000 0 A 3 6 3
42 55000 55000 0 A 3 6 4
43 60000 60000 0 A 3 7 2
44 50001 70000 0 A 3 6 7
45 70000 70000 0 A 3 7 2
46 50001 55000 0 A 4 7 4
47 70000 70000 0 A 4 1 2
48 55000 60000 0 A 4 7 6
49 60000 65000 0 A 4 7 1
50 60000 70000 0 A 4 6 7
51 50000 70000 0 A 4- 7 6
52 50001 60000 0 A 4 7 4
53 60000 61000 0 A 4 7 3
54 60000 50001 0 A 4 7 2
55 60000 65000 0 A 4 5 5
56 65000 67000 0 A 4 7 2
57 50001 55000 0 A 4 6 6
58 65000 70000 0 A 4 7 4
59 50001 65000 0 A 4 5 2
60 70000 70000 0 A 4 7 2
61 50001 50001 0 B 1 5 2
62 55000 50001 0 B 1 1 2
63 50001 50001 0 B 1 4 2
64 50001 50001 0 B 1 6 5
65 55000 50001 0 B 1 7 1
66 60000 50001 0 B 1 7 3
67 60000 50100 0 B 1 6 7
68 50001 50001 0 B 1 7 2
69 60000 60000 0 B 1 7 4
70- 65000 65000 0 B 1 7 3
71 50001 50001 0 B 1 2 5
72 70000 60000 0 B 1 7 3
73 60000 50001 0 B 1 7 1
74 60000 60000 0 B 1 6 2
75 60000 60000 0 B 1 7 1
76 50001 60000 0 B 2 7 3
77 50001 50001 0 B 2 1 1
78 60000 60000 0 B 2 6 2
79 70000 65000 0 B 2 7 1
80 60000 64000 0 B 2 1 4
81 51000 50001 0 B 2 7 4
82 70000 60000 0 B 2 5 2
83 60000 55000 0 B 2 6 2
84 60000 50001 0 B 2 6 3
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Table 39. Continued.

SBJECT SCORE A SCORE B SCORE C TREND MO Qi Q2

85 51000 51000 0 B 2 7 5
86 55000 50001 0 B 2 7 1
87 50001 50001 0 B 2 7 2
88 60000 70000 0 B 2 7 1
89 70000 70000 0 B 2 5 2
90 60000 60000 0 B 2 2 1
91 60000 55000 0 B 3 7 3
92 50001 50001 0 B 3 7 5
93 60000 51000 0 B 3 5 2
94 65000 55000 0 B 3 6 1
95 60000 50001 0 B 3 6 5
96 60000 55000 0 B 3 7 1
97 60000 50001 0 B 3 6 2
98 60000 60000 0 B 3 7 1
99 50001 50001 0 B 3 - 7 4

100 65000 55000 0 B 3 7 6
101 70000 70000 0 B 3 6 3
102 50001 50001 0 B 3 7 3
103 50001 50001 0 B 3 6 3
104 65000 51000 0 B 3 7 3
105 60000 70000 0 B 3 7 2
106 55000 50001 0 B 4 5 2
107 50001 50001 0 B 4 6 2
108 70000 70000 0 B 4 5 3
109 50001 50001 0 B 4 3 3
110 50001 50001 0 B 4 7 6
il 50001 50001 0 B 4 7 2
112 50001 50001 0 B 4 7 2
113 50001 50001 0 B 4 1 3
114 50001 50001 0 B 4 5 6
115 50001 50001 0 B 4 7 5
116 60000 50001 0 B 4 7 6
117 70000 70000 0 B 4 1 4
118- 55000 51000 0 B 4 7 1
119 50001 50001 0 B 4- 7 6
120 70000 70000 0 B 4 7 3
121 55000 51000 0 B 4 6 3
122 65000 57500 0 B 4 5 3
123 50001 70000 0 C 1 6 1
124 50001 50001 0 C 1 6 6
125 50001 60000 0 C 1 7 7
126 50001 70000 0 C 1 7 5
127 50001 65000 0 C 1 6 7
128 50001 70000 0 C 1 4 4
129 52000 68000 0 C 1 7 7
130 50001 50001 0 C 1 7 7
131 50001 65000 0 C 1 7 6
132 60000 65000 0 C 1 5 5
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Table 39. Continued.

SUBJECT SCCIE A SCOE B SCIORE C TREND MODE Q1 Q2

133 51000 55000 0 C 1 7 4
134 50001 50001 0 C 1 4 4
135 50001 50001 0 C 1 6 7
136 50001 55000 0 C 1 1 2
137 52000 70000 0 C 1 5 5
138 55000 65000 0 C 2 7 6
139 50001 60000 0 C 2 7 6
140 50001 65000 0 C 2 7 7
141 50001 50001 0 C 2 4 6
142 50001 60000 0 C 2 1 3
143 50001 65000 0 C 2 6 7
144 50001 70000 0 C 2 5 6
145 70000 70000 0 C 2 5 4
146 50001 50001 0 C 2 7 6
147 50001 70000 0 C 2 6 6
148 50001 50001 0 C 2 7 7
149 70000 70000 0 C 2 6 3
150 50001 60000 0 C 2 5 4
151 55000 51000 0 C 2 7 2
152 50001 50001 0 C 2 7 7
153 50001 70000 0 C 3 6 1
154 70000 70000 0 C 3 4 6
155 50001 65000 0 C 3 7 5
156 50001 50001 0 C 3 7 4
157 50001 60000 0 C 3 6 5
158 50001 55000 0 C 3 4 6
159 50001 50001 0 C 3 5 4
160 50001 55000 0 C 3 7 4
161 55000 65000 0 C 3 4 6
162 50001 70000 0 C 3 6 5
163 50001 60000 0 C 3 7 6
164 50001 65000 0 C 3 7 7
165 65000 60000 0 C 3 6 2
166- 50001 70000 0 C 3 7 6
167 50001 60000 0 C 3- 7 5
168 50001 60000 0 C 4 7 5
169 50001 50001 0 C 4 6 6
170 50001 50001 0 C 4 5 1
171 50001 55000 0 C 4 7 6
172 70000 60000 0 C 4 7 4
173 55000 70000 0 C 4 7 7
174 50001 55000 0 C 4 7 5
175 51000 70000 0 C 4 6 3
176 50001 50001 0 C 4 5 4
177 50001 70000 0 C 4 7 6
178 50001 70000 0 C 4 7 6
179 60000 60000 0 C 4 6 6
180 50001 60000 0 C 4 6 7
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Table 39. Continued.

UBJC SCORE A SCORE B SCORE C TRED MODE Q1 Q2

181 50001 60000 0 C 4 6 3
182 51000 51000 0 C 4 7 2
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Table 39. Cmntinued.

SUBJE= Q3 Q4 Q5 Q6 Q7 Q8 Q9

1 3 7 7 7 7 5 5

2 6 7 6 7 7 5 2
3 2 1 7 7 7 4 4
4 3 6 6 6 2 4 4
5 3 7 4 7 3 3 4
6 3 7 5 6 4 3 4
7 1 7 3 2 4 4 4
8 5 1 5 6 7 2 3
9 1 7 6 7 1 3 4

10 1 7 6 7 1 4 4
11 2 7 5 6 6 4 4
12 5 7 5 6 7 3 4
13 1 7 7 7 7 5 5
14 4 6 6 6 6 1 1
15 2 6 5 5 5 4 4
16 1 7 5 5 3 4 4
17 4 6 6 6 6 3 3
18 3 7 5 5 5 4 4
19 4 6 5 5 5 3 3
20 1 7 7 7 7 5 5
21 1 7 6 7 7 1 1
22 2 7 7 7 7 4 4
23 1 7 6 5 5 4 4
24 3 1 2 2 2 2 3
25 2 7 5 6 7 3 3
26 2 7 6 6 7 5 5
27 1 7 5 7 7 4 5
28 6 1 4 3 7 5 5
29 2 5 5 5 5 3 4
30 2 7 5 6 1 3 3
31 1 5 5 6 4 4 5
32 1 7 6 6 7 4 4
33 2 1 1 5 6 3 4
34- 1 7 6 6 7 4 4
35 3 6 3 3 6 -- 3 3
36 1 7 6 7 1 4 5
37 4 4 4 4 4 5 5
38 3 7 6 6 7 3 3
39 6 4 6 6 7 3 3
40 1 7 7 7 1 3 4
41 2 6 4 5 3 3 4
42 5 6 5 5 4 4 4
43 2 3 6 6 3 3 3
44 5 7 5 6 7 3 4
45 2 7 5 6 1 4 5
46 2 7 2 4 5 3 4
47 2 6 5 6 7 4 4
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Table 39. Continued.

SUJECT Q3 Q4 Q5 Q6 Q7 Q8 Q9

48 5 7 6 6 7 4 5
49 1 7 5 6 7 3 4
50 7 7 7 7 7 4 4
51 7 7 5 6 7 5 5
52 3 7 5 6 7 3 4
53 3 7 6 6 1 4 4
54 5 7 5 7 6 5 4
55 6 7 4 5 6 3 4
56 2 7 6 6 6 3 3
57 6 6 6 6 6 4 4
58 4 4 6 6 6 1 1
59 2 6 6 6 6 4 4
60 1 7 7 7 7 4 5
61 4 6 5 5 6 3 2
62 3 6 6 6 2 - 5 4
63 3 7 4 4 1 3 3
64 7 7 4 4 7 5 2
65 3 6 6 5 7 5 4
66 5 6 2 2 7 5 3
67 7 7 4 4 7 4 4
68 5 7 4 4 6 4 4
69 4 7 4 4 7 3 3
70 3 7 5 5 5 4 4
71 5 6 4 4 7 3 3
72 4 5 3 3 6 4 4
73 3 7 2 6 7 5 5
74 2 6 3 3 6 4 4
75 1 7 1 1 7 5 5
76 3 7 2 2 7 3 3
77 3 6 4 4 7 5 4
78 2 5 6 6 7 3 3
79 1 7 6 6 7 5 5
80 4 7 2 2 7 4 4
81- 7 7 5 5 6 4 3
82 4 6 6 2 6- 4 4
83 4 1 1 1 7 3 4
84 4 6 2 2 6 4 3
85 6 7 2 2 2 4 3
86 5 7 6 6 7 4 4
87 6 6 6 5 7 4 3
88 1 7 7 7 7 3 3
89 4 7 3 5 7 5 4
90 1 7 7 7 1 5 3
91 3 7 7 6 7 5 3
92 6 7 3 3 7 3 2
93 5 7 6 3 6 4 3
94 2 7 7 6 7 4 4
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Table 39. Ccntinued.

WBJ r Q3 Q4 Q5 Q6 Q7 Q8 Q9
95 5 1 6 6 2 3 3

96 2 7 6 6 2 5 5
97 3 6 2 2 2 4 3
98 1 7 4 4 5 4 4
99 5 7 2 2 6 4 3

100 4 1 5 4 7 4 3
101 3 7 2 3 6 4 3
102 2 7 2 2 7 4 4
103 3 6 2 2 5 4 4
104 4 4 6 5 7 4 3
105 3 7 4 4 7 4 5
106 6 7 1 2 7 4 3
107 3 7 3 3 7 4 3
108 5 6 6 6 6 3 3
109 3 5 4 4 6 - 4 4
110 7 4 4 4 6 2 1
111 2 6 3 3 6 4 4
112 5 7 7 6 7 5 3
113 3 3 6 6 7 3 3
114 6 1 6 6 1 4 4
115 5 6 3 3 6 4 4
116 3 7 6 6 7 5 4
117 4 7 4 4 4 2 2
118 1 6 2 2 2 3 3
119 7 7 6 6 6 3 3
120 3 6 4 4 6 4 4
121 4 6 4 4 5 4 4
122 3 7 3 3 5 4 4
123 3 7 6 5 1 4 2
124 3 7 6 3 7 3 4
125 6 7 7 6 7 5 5
126 2 6 6 2 6 4 4
127 6 7 7 6 7 2 3
128- 4 4 7 7 7 3 3
129 4 7 7 6 2 " 5 4
130 2 7 6 6 7 4 5
131 2 7 6 2 7 4 5
132 6 7 7 6 6 5 4
133 4 7 4 4 3 5 5
134 4 4 4 4 4 3 3
135 6 7 7 7 7 3 4
136 3 6 2 3 6 3 3
137 7 7 4 6 7 4 4
138 3 7 6 6 6 3 4
139 5 7 6 4 6 3 3
140 2 7 6 6 6 3 5
141 5 7 6 5 7 3 3
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Table 39. Continued.

SUBJECT Q3 Q4 Q5 Q6 Q7 Q8 Q9

142 2 6 6 5 5 3 3
143 2 7 6 5 7 5 4
144 2 7 6 5 7 3 4
145 5 6 5 6 6 2 2
146 6 7 6 6 7 5 5
147 3 7 6 3 6 4 5
148 4 1 7 4 7 3 4
149 2 7 7 5 6 5 4
150 4 7 4 4 7 2 3
151 3 7 6 5 7 4 4
152 5 7 6 6 7 5 5
153 1 4 3 2 5 5 5
154 5 7 6 6 6 3 3
155 5 7 7 7 7 5 5
156 3 6 5 4 6 4 4
157 4 7 7 6 7 4 4
158 5 7 6 5 7 1 2
159 5 6 6 4 7 4 3
160 5 7 7 5 6 5 4
161 6 6 6 6 6 4 4
162 6 5 5 5 5 3 3
163 5 6 5 7 2 3
164 5 7 7 6 7 2 3
165 4 5 6 4 6 2 3
166 2 7 6 2 6 5 5
167 4 7 6 5 7 5 5
168 3 7 5 5 7 3 3
169 6 7 7 7 7 3 3
170 4 4 5 4 4 3 3
171 5 7 5 5 6 5 3
172 6 7 4 4 6 4 3
173 7 7 7 7 7 5 5
174 4 7 4 5 7 4 4
175- 5 6 6 4 6 3 4
176 4 7 6 5 7 4 4
.177 1 7 7 6 7 5 5
178 6 7 7 7 7 3 3
179 3 6 3 2 5 3 4
180 4 7 7 5 7 4 4
181 2 7 5 3 7 4 5
182 2 7 7 7 7 4 4
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Table 39. Ccrtinued.

SThJECr QI0 QIl Q12 Q13 Q14 QI5 Q16

1 1 Y 4 5 7 7 N
2 3 Y 1 6 4 3 N
3 4 Y 0.75 4 4 3 N
4 4 Y 2 5 5 5 N
5 3 Y 0.5 4 5 4 N
6 2 Y 2 5 2 2 N
7 1 Y 5 6 4 2 N
8 5 Y 6 5 3 5 N
9 5 Y 3 5 5 3 N

10 4 Y 2 1 6 5 N
11 4 Y 3 4 7 4 N
12 5 Y 1 3 2 2 N
13 5 Y 1.5 6 2 1 N
14 1 Y 0.25 2 1 1 N
15 3 Y 2 4 3 3 N
16 2 Y 1 5 2 2 N
17 1 Y 2 5 3 3 N
18 1 Y 3 4 3 5 N
19 3 Y 1 4 3 3 N
20 5 Y 0.5 4 1 1 N
21 1 Y 1 3 4 4 N
22 4 Y 1 5 6 5 N
23 3 Y 1 3 3 4 N
24 2 Y 2 4 3 3 N
25 4 Y 1 5 3 3 N
26 5 Y 1.5 6 2 1 N
27 5 Y 1 5 3 3 N
28 5 Y 5 4 2 3 N
29 3 Y 1 5 2 3 N
30 3 Y 0.5 4 3 3 N
31 2 Y 1 4 7 2 N
32 1 Y 5 4 4 1 N
33 5 Y 1 4 2 1 N
34- 5 Y 1 5 3 3 N
35 5 Y 1 4 2- 3 N
36 1 Y 1 4 4 4 N
37 5 Y 1 1 5 3 N
38 4 Y 1.5 5 5 5 N
39 5 Y 2 5 2 3 N
40 5 Y 2 6 4 5 N
41 5 Y 1 4 7 4 N
42 4 Y 2 5 4 3 N
43 3 Y 0.5 4 2 1 N
44 5 Y 3 5 5 5 N
45 1 Y 1 5 2 3 N
46 5 Y 5 1 4 3 N
47 4 Y 0.5 3 2 3 N
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Table 39. Cantinued.

SUECT Q10 QlI Q12 Q13 Q14 Q15 Q16

48 5 Y 3 6 4 4 N
49 5 Y 0.5 2 7 5 N
50 4 Y 1 5 1 2 N
51 5 Y 2 5 5 2 N
52 5 Y 0.5 5 5 5 N
53 5 Y 3 5 6 5 N
54 5 Y 3 5 3 3 N
55 5 y 1.5 4 3 3 N
56 4 Y 5 4 3 3 N
57 4 Y 3 4 4 4 N
58 1 Y 0.5 2 3 3 N
59 2 Y 1 4 6 6 N
60 5 Y 5 6 5 3 N
61 4 Y 1 4 6 5 N
62 2 Y 5 6 6 5 N
63 1 Y 0.5 5 3 3 N
64 5 Y 1 4 1 2 N
65 5 Y 1 4 3 2 N
66 1 Y 0.25 6 7 7 N
67 4 Y 1 4 2 4 N
68 4 Y 1 4 5 4 N
69 3 Y 0.5 1 7 7 N
70 4 Y 0.5 4 3 3 N
71 3 Y 0.5 5 3 3 N
72 4 Y 0.1 3 7 7 N
73 5 Y 2 6 3 2 N
74 4 Y 3 3 5 3 N
75 5 Y 3 5 4 3 N
76 5 Y 1 4 7 5 N
77 5 Y 0.5 6 6 6 N
78 2 Y 3 5 6 5 N
79 5 Y 2 7 3 2 N
80 5 Y 1 5 5 3 N
81- 3 Y 1 5 3 3 N
82 1 Y 2 4 1 1 N
83 5 Y 1 5 3 2 N
84 2 Y 3 5 2 2 N
85 4 Y 1 5 5 4 N
86 5 Y 3 5 2 3 N
87 5 Y 0.5 6 3 5 N
88 3 Y 1 1 3 6 N
89 5 Y 0.5 4 2 2 N
90 5 Y 1 6 7 6 N
91 4 Y 1 5 4 3 N
92 5 Y 1 5 4 1 N
93 4 Y 1 4 7 3 N
94 4 Y 5 6 3 6 N
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Table 39. Continued.

SUBJECT Q10 QII Q12 Q13 Q14 Q15 Q16

95 5 Y 1 6 5 5 N
96 5 Y 3 6 6 5 N
97 3 Y 0.5 2 3 5 N
98 2 Y 0.5 4 6 6 N
99 5 Y 1 7 2 2 N

100 4 Y 3 5 1 5 N
101 5 Y 3 3 2 1 N
102 2 Y 1 4 5 5 N
103 2 Y 2 5 3 3 N
104 5 Y 1 1 3 3 N
105 5 Y 4 6 4 4 N
106 5 Y 5 4 3 3 N
107 5 Y 1 4 1 1 N
108 3 Y 1 1 5 4 N
109 2 Y 0.5 6 7 3 N
110 4 Y 1 2 2 1 N
111 4 Y 2.5 5 5 5 N
112 5 Y 0.5 6 3 3 N
113 4 Y 0.15 5 4 3 N
114 4 Y 5 6 5 5 N
115 5 Y 4 4 7 5 N
116 5 Y 1 5 2 3 N
117 4 Y 0.5 4 3 3 N
118 5 Y 5 3 2 1 N
119 3 Y 1 5 5 3 N
120 4 Y 1 1 5 5 N
121 4 Y 2 5 3 3 N
122 4 Y 2 4 1 1 N
123 4 Y 4 4 4 3 N
124 5 Y 1 4 2 2 N
125 5 Y 1 6 5 3 N
126 4 Y 0.5 4 3 2 N
127 5 Y 1 5 3 2 N
128- 3 Y 1 1 5 5 N
129 5 Y 1 2 3 2 N
130 5 Y 1 6 3 3 N
131 5 Y 1 4 4 2 N
132 4 Y 0.1 1 6 5 N
133 5 Y 1 6 2 2 N
134 3 Y 1 3 1 1 N
135 5 N 5 3 4 2 N
136 3 Y 1 1 1 3 N
137 1 Y 1 4 4 3 N
138 4 Y 4 6 2 2 N
139 4 Y 1 6 3 4 N
140 5 Y 2 3 4 5 N
141 3 Y 2 2 1 2 N
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Table 39. Comtinued.

SBJECT Q10 QII Q12 Q13 Q14 QI5 Q16

142 3 Y 0.5 3 2 2 N
143 5 Y 3 5 3 3 N
144 5 Y 1 4 5 3 N
145 3 Y 6 4 2 2 N
146 5 Y 1 6 3 3 N
147 4 Y 6 5 3 3 N
148 5 Y 0.5 1 3 3 N
149 4 Y 1 6 3 3 N
150 5 Y 2 2 3 2 N
151 4 Y 1 4 7 5 N
152 5 Y 2 1 2 2 N
153 5 Y 2 3 3 2 N
154 5 N 2 1 1 1 N
155 5 Y 0.5 7 5 5 N
156 4 Y 1 3 7 4 N
157 5 Y 7 6 3 2 N
158 5 N 1 5 3 2 N
159 2 Y 1.5 6 6 4 N
160 5 Y 2 3 5 5 N
161 1 Y 0.5 6 4 3 N
162 3 Y 1 6 5 5 N
163 4 Y 0.2 1 5 3 N
164 5 Y 1 7 5 4 N
165 2 Y 3 4 4 3 N
166 5 Y 0.1 1 5 4 N
167 5 Y 5 2 5 6 N
168 4 Y 1 4 3 3 N
169 5 Y 5 2 6 6 N
170 3 Y 2 7 7 7 N
171 5 Y 1 4 4 2 N
172 1 N 2 1 3 3 N
173 5 Y 0.5 2 3 2 N
174 4 Y 2 6 4 4 N
175- 2 Y 0.5 4 4 3 N
176 4 Y 1 5 1 1 N
177 5 Y 3 6 7 5 N
178 3 Y 6 4 2 2 N
179 4 Y 1 4 1 1 N
180 5 Y 3 5 2 2 N
181 5 Y 3 3 2 2 N
182 5 Y 0.5 4 3 2 N

1
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Table 39. Cctinued.

SUB3¶'T Q17 Q18 Q19 Q20 Q21

1 E-4 2 M 3 3
2 0-4 4 M 6 4
3 0-1 1 M 4 4
4 0-5 4 M 6 4
5 0-3 2 M 5 5
6 0-4 3 M 6 4
7 CUTMRACT 6 M 1 4
8 0-4 3 M 6 1
9 GS-11 3 F 4 4

10 0-4 3 M 5 5
1U GS-14 6 M 6 4
12 0-2 1 M 6 3
13 0-4 4 M 6 4
14 0-4 3 M 6 8
15 GS-12 3 F 2 -1
16 GQ-13 3 F 2 2
17 GS-12 5 M 6 4
18 GS-09 1 F 4 4
19 0-2 2 M 5 3
20 0-4 3 F 6 3
21 M4-13 5 M 4 4
22 GS-12 1 F 4 6
23 0-6 5 M 6 4
24 CTRACT 5 M 3 6
25 G@-14 4 M 6 4
26 0-3 1 M 5 4
27 GS-12 4 M 3 1
28 GS-12 3 M 2 1
29 0-1 1 M 4 6
30 0-3 2 M 6 5
31 0-5 4 M 6 8
32 E-5 3 M 2 4
33 GS-II 4 M 2 1

-34 0-2 1 M 5 3
35 0-3 2 F 6 4
36 GS-12 4 M 6 4
37 GS-12 4 M 6 8
38 GS-12 5 M 4 1
39 CS-UI 4 F 2 3
40 GS-12 1 F 6 8
41 0-4 5 M 5 1
42 GS-U 5 M 2 1
43 E-7 3 M 2 1
44 0-1 1 M 5 3
45 GS-12 5 F 5 4
46 GS-12 4 F 2 3
47 0-6 5 M 6 3
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Table 39. Cuxtinued.

SUBJE= Q17 Q18 Q19 Q20 Q21

48 GS-12 7 M 4 3
49 GS-12 6 M 4 1
50 GS-U 5 F 2 8
51 E-7 4 M 2 -3
52 GS-U 2 M 4 6
53 GK-14 7 M 6 4
54 GS-12 4 M 1 1
55 GS-13 7 M 6 3
56 GH-13 1 F 4 8
57 0-4 3 F 4 8
58 0-3 2 M 6 6
59 0-4 3 M 6 4
60 GS-12 5 M 3 4
61 0-3 1 M 4 4
62 0-3 1 M 5 4
63 0-3 3 M 5 4
64 0-3 1 M 4 6
65 0-2 3 m 5 1
66 GS-13 2 M 5 4
67 0-3 2 M 4 3
68 0-3 4 m 4 4
69 GS-12 2 M 5 1
70 0-3 2 M 4 3
71 0-2 1 M 6 3
72 0-4 2 M 6 4
73 0-3 2 M 4 4
74 0-3 3 M 6 8
75 0-4 4 M 6 5
76 0-4 4 M 6 4
77 0-2 1 M 5 3
78 0-3 2 M 4 4
79 0-3 1 F 5 3
80 0-3 3 M 4 4

-81 0-3 2 M 4 4
82 GS-U 3 F 2 2
83 0-3 2 F 4 5
84 GS-12 4 F 4 4
85 0-3 2 M 5 5
86 0-3 1 m 4 4
87 0-3 1 M 5 3
88 0-3 2 M 5 4
89 0-3 1 M 4 4
90 0-2 1 M 4 4
91 GS-12 2 M 4 2
92 0-3 2 M 4 3
93 0-3 2 M 5 4
94 G8-12 2 F 4 4
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Table 39. Ccntinued.

SUBJECT Q17 Q18 Q19 Q20 Q21

95 GS-12 2 F 5 4
96 0-3 2 M 4 8
97 0-3 1 M 4 4
98 0-3 3 M 6 4
99 GS-12 7 M 5 1

100 0-3 3 M 4 3
101 GS-12 2 M 5 2
102 GS-12 2 F 6 2
103 GS-12 4 F 6 2
104 GS-12 4 F 3 2
105 GS-12 2 F 5 2
106 0-3 3 M 6 8
107 0-3 2 M 5 4
108 GM-15 6 M 6 4
109 (4-13 6 M 3 A
110 0-2 1 M 4 5
111 0-2 1 M 4 3
112 0-6 6 F 4 4
113 0-4 4 M 7 2
114 0-5 2 M 5 4
115 0-4 4 M 5 3
116 G4-13 3 F 6 7
117 GM-13 6 M 4 1
118 GS-12 4 M 5 2
119 0-3 1 M 4 4
120 GM-13 4 F 3 6
121 GS-12 7 M 4 1
122 0-3 2 M 6 2
123 0-4 3 F 6 6
124 GS-12 5 M 2 3
125 GM-14 3 F 6 4
126 GS-14 5 M 6 1
127 0-5 4 M 6 1
128 GS-13 4 M 6 1
129 C4-14 5 M 6 -5
130 0-6 5 M 6 1
131 0-3 2 M 5 4
132 0-3 3 M 6 2
133 0-3 2 M 6 4
134 GS-12 5 M 6 2
135 0-4 3 M 6 8
136 GS-13 6 M 6 4
137 GS-12 2 M 4 3
138 GS-12 2 M 4 1
139 0-3 2 M 6 3
140 0-5 5 M 7 2
141 0-3 2 F 6 2
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Table 39. Continued.

SUBJECT Q17 Q18 Q19 Q20 Q21

142 GS-12 2 M 5 2
143 0-3 3 M 6 5
144 GM-13 3 M 4 4
145 0-5 4 M 6 4
146 CM-14 5 M 6 5
147 GS-13 3 M 6 5
148 GS-12 3 M 4 2
149 0-4 6 M 6 2
150 GS-12 7 M 3 4
151 0-3 4 M 6 4
152 GK-13 5 M 4 5
153 0-3 3 M 6 5
154 GS-12 3 F 4 2
155 GM-13 4 M 4 4
156 0-3 2 M 4 5
157 0-4 3 M 6 4
158 0-3 3 F 6 5
159 GS-13 3 M 6 1
160 GK-13 6 M 4 6
161 GS-12 2 F 6 2
162 0-4 4 M 5 7
163 GS-13 5 M 6 6
164 0-3 2 M 6 4
165 GM-13 6 M 5 1
166 0-3 3 M 5 4
167 0-4 3 M 6 4
168 GS-12 2 M 5 5
169 GS-13 4 M 6 4
170 0-4 4 M 6 4
171 OG-13 3 M 4 2
172 GS-12 2 M 5 2
173 0-4 3 M 4 4
174 0-4 4 M 6 4
175 GK-13 6 M 6 7
176 GM-13 3 M 5 -4
177 GS-13 5 M 4 4
178 GS-13 1 F 4 2
179 0-4 3 M 6 8
180 0-2 2 M 5 8
181 0-4 4 M 6 4
182 GK-13 4 M 6 3
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Appendix F. Loan Decision Factorial Results

This appendix contains the results of the basic loan decision

factorial model. Table 40 presents the basic F and p-values for company

A and company B while Tables 41 through 43 show the complete Statqraphic

output for company A and Tables 44 through 46 show the output for

company B. Term and variable descriptions are contained in Appendix D.

Table 40. Summry ANOVA For Loan Amount Decision.

copany A company- B
Factor F Stat p-value F Stat p-value

Trend 10.256 .0001* 14.420 .0000*

Mode 1.364 .2554 .476 .6992

Interaction .683 .6639 1.200 .3089

* denotes a statistically significant difference
Note: Company C is not included because the loan amount
was a constant i.e. $0.00.

Table 41. Analysis of Variance For Loan Amount Decision For Company A -
Type I Sums of Squares.

Source of variation Sum of Squares d.f. Mean square F-ratio Sig Lvl

MIN EFFECTS
TRED 1.0340E0009 2 5.1699E0008 10.256 .0001*
MODE 2.0631E0008 3 6.8771E0007 1.364 .2554
INTERACTIONS
AB 2.0643E0008 6 34405673 .683 .6639
RESIDUAL 8.5691E0009 170 50406428

TMTAL (CORRECTED) 1.0016E0010 181

* denotes a statistically significant difference
All F-ratios are based on the residual mean square error.
0 missing values have been excluded.
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Table 42. Multiple Range Analysis For Loan Amoumt Decision For Company
A Versus TREIND.

Method: 95 Percent LSD
Level Count LS Mean Homogeneous Groups

C 60 52367.400 X
A 60 57333.717 x
B 62 57587.587 X

contrast difference +/- limits
A - B -253.871 2540.46
A - C 4966.32 2559.35 *
B - C 5220.19 2540.46 *

* denotes a statistically significant difference.

Table 43. Multiple Range Analysis For Loan Amount Decision For Company
A Versus MODE.

Method: 95 Percent LSD
Level Count LS Mean Homogeneous Groups

1 45 54333.889 X
4 47 55561.272 XX
2 45 55822.689 XX
3 45 57333.756 X

contrast difference +/- limits
1 - 2 -1488.80 2955.28
1 - 3 -2999.67 2955.28 *
1 - 4 -1227.38 2926.17
2 - 3 -1511.07 2955.28
2 - 4 261.417 2926.17
3 - 4 1772.48 2926.17

• denotes a statistically significant difference.
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Table 44. Analysis of Variance For Loan Aount Decision For Company B -
Type I Sums of Squares.

Source of variation Sum of Squares d.f. Mean square F-ratio Sig LvI

MAIN EFFECTS
TREND 1.6822E0009 2 8.4108E0008 14.420 .0000
MODE 8.3354E0007 3 2.7785E0007 .476 .6992
INTERACTIONS
AB 4.1979E0008 6 69965156 1.200 .3089
RESIDUAL 9. 9157E0009 170 58327665

TOTAL (CORRECTED) 1.2101E0010 181

* denotes a statistically significant difference
Al 1 F-ratios are based on the residual rean square error.
0 missing values have been excluded.

Table 45. Multiple Range Analysis For Loan Amount Decision For Cowpany
B Versus TREND.

Method: 95 Percent LSD
Level Count LS Mean Homogeneous Groups

B 62 55057.554 X
C 60 60583.550 X
A 60 62050.150 X
--------------------------------------------------------------
contrast difference +/- limits
A - B 6992.60 2732.79 *
A - C 1466.60 2753.11
B - C -5526.00 2732.79 *

---------------------------------------------------------------------------
* denotes a statistically significant difference.
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Table 46. Multiple Range Analysis For Loan Amount Decision For Ccmpany
B Versus MODE.

Method: 95 Percent LSD
Level Count LS Mean Hamgeneous Groups

1 45 58624.800 X
2 45 58911.400 X
4 47 59007.494 X
3 45 60377.978 X

contrast difference +/- limits
1 - 2 -286.600 3179.02
1 - 3 -1753.18 3179.02
1 - 4 -382.694 3147.70
2 - 3 -1466.58 3179.02
2 - 4 -96.0941 3147.70
3 - 4 1370.48 3147.70

* denotes a statistically significant difference.

Note: Cmpany C is not included because the loan amount
was a constant i.e. $0.00.
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Appendix G. Perceptual Questions - ANOVA Results

This appendix contains the results of the perceptual questions

concerning risk, significance of trend, and confidence for the loan

decision made by the experimental subjects. Table 47 presents the basic

F and p-values for company A, B, and C's loan approval response, i.e.

question one of the end-of-exercise questionnaire. Tables 48 through 50

show the complete Statgraphics output for question one of the end-of-

exercise questionnaire. Table 51 shows the F and p-values for loan

risk, questions two through four, of the end-of-exercise-questionnaire,

while Tables 52 through 54 show the complete Stataraphic output for

company A, Tables 55 through 57 show the output for company B, and

Tables 58 through 60 show the output for company C. Table 61 shows the

F and p-values for trend significance, questions five through seven, of

the end-of-exercise questionnaire, while Tables 62 through 64 show the

complete Stataraphic output for company A, Tables 65 through 67 show the

output for company B, and Tables 68 through 70 show the output for

company C. Finally, Table 71 shows the F and p-values for loan

confidence, questions eight through ten, of the end-of-exercise

questionnaire, while Tables 72 through 74 show the ccTplete Stataraphic

output for company A, Tables 75 through 77 show the output for company

B, and Tables 78 through 80 show the output for company C. The end-of-

exercise questionnaire is located in Appendix C and a description of

terms and variables is contained in Appendix D.
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Table 47. Sumary ANOVA For Loan Approval Decision.

Factor F Stat p-value

Trend .218 .8043

Mode .819 .4851

Interaction .820 .5558-

* denotes a statistically significant difference

Table 48. Analysis of Variance For Loan Approval Decision - Type I Sums
of Squares.

Source of variation Sun of Squares d.f. Mean square F-ratio Sig Lvl

MAIN EFFECTS
TREND 1.1380302 2 .5690151 .218 .8043
MODE 6.4122629 3 2.1374210 .819 .4851
INTEPCTICOS,
AB 12.841153 6 2.1401921 .820 .5558
RESIDUAL 443.70196 170 2.6100115

TOTAL (CORRECTED) 464.09341 181

* denotes a statistically significant difference
All F-ratios are based on the residual mean square error.
0 missing values have been excluded.
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Table 49. Multiple Range Analysis For Loan Approval Versus TREND.

Method: 95 Percent LSD
Level Count LS Mean Huoogeneous Groups

B 62 5.7843137 X
A 60 5.8833333 X
C 60 5.9666667 X

contrast difference +1- limits
A - B 0.09902 0.57808
A - C -0.08333 0.58238
B - C -0.18235 0.57808

* denotes a statistically significant difference.

Table 50. Multiple Range Analysis For Loan Approval Versus MODE.

Method: 95 Percent LSD
Level Count LS Mean Huoogeneous Groups

1 45 5.6888889 X
2 45 5.6888889 X

4 47 6.0235294 X
3 45 6.1111111 X

contrast difference +/- limits
1 - 2 0.00000 0.67248
1 - 3 -0.42222 0.67248
1 - 4 -0.33464 0.66585
2 - 3 -0.42222 0.67248
2 - 4 -0.33464 0.66585
3- 4 0.08758 0.66585
-------------------------------------------------------------
* denotes a statistically significant difference.
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Table 51. Summary ANOCA For Questions 2 - 4 Risk Data.

Company A Company B Company C

Factor F Stat p-value F Stat p-value F Stat p-value

Trend 27.960 .0000* 8.269 .0004* 1.531 .2192

Mode .944 .4209 1.943 .1246 .682 .5639

Interaction 1.120 .3529 .644 .6947 .625 .7105

* denotes a statistically significant difference

Table 52. Analysis of Variance For Risk For Cumpany A - Type I Sums of
Squares.

Source of variation Sum of Squares d.f. Mean square F-ratio Sig Lvl

MAIN EFCTS
TREND 161.69901 2 80.849507 27.960 .0000*
MODE 8.18561 3 2.728535 .944 .4209
INTEACTIONS
AB 19.425875 6 3.2376458 1.120 .3529
RESIIDAL 491.56863 170 2.8915802
------------------------------------------------------------
TOTAL (CORRECTED) 680.87912 181
-------------------------------------------------------------
* denotes a statistically significant difference
All F-ratios are based an the residual mean square error.
0 missing values have been excluded.
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Table 53. Multiple Range Analysis For Risk For Company A By TREND.

Method: 95 Percent LSD
Level Count LS Mean Hacogeneous Groups

B 62 2.8990196 X
A 60 3.0833333 X
C 60 5.0000000 x

contrast difference +/- limits
A - S 0.18431 0.60847
A - C -1.91667 0.61299 *
B - C -2.10098 0.60847 *

* denotes a statistically significant difference.

Table 54. Multiple Range Analysis For Risk For Comipany A By MODE.

Method: 95 Percent LSD
Level Count LS Mean Homogeneous Groups

2 45 3°4666667 X
1 45 3.5333333 X
3 45 3,6444444 X
4 47 3.9986928 X

contrast difference +- limits
1 - 2 0.06667 0.70782
1 - 3 -0.l1111 0.70782
1 - 4 -0.46536 0.70085
2 - 3 -0.17778 0.70782
2 - 4 -0.53203 0.70085
3 - 4 -0.35425 0.70085

• denotes a statistically significant difference.
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Table 55. Analysis of Variance For Risk For Carpany B - Type I Sums of
Squares.

Source of variation Sun of Squares d.f. Mean square F-ratio Sig Lvl

MAIN EFFECTS
TREND 45.567931 2 22.783965 8.269 .0004
MODE 16.059379 3 5.353126 1.943 .1246
INTERACrIONS
AB 10.650109 6 1.7750182 .644 .6947
RESIDUAL 468.43137 170 2.7554787 -

TOM (CREmTED) 540.70879 181

* denotes a statistically significant difference
All F-ratios are based on the residual mean square error.
0 missing values have been excluded.

Table 56. Multiple Range Analysis For Risk For Company B By TRND.

Method: 95 Percent LSD
Level Count LS Mean Homogeneous Groups

A 60 2.8666667 X
B 62 3.7794118 X
C 60 4.0333333 X

contrast difference +/- limits
A - B -0.91275 0.59398 *
A - C -1.16667 0.59839 *
B - C -0.25392 0.59398

* denotes a statistically significant difference.
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Table 57. Multiple Range Analysis For Risk For Company B By MODE.

Method: 95 Percent LSD
Level Coumt LS Mean Homogeneous Groups

2 45 3.1777778 X
3 45 3.4444444 XX
1 45 3.6222222 XX
4 47 3.9947712 X

contrast difference + l- iimits
1 - 2 0.44444 0.69096
1 - 3 0.17778 0.09096
1 - 4 -0.37255 0.68416
2 - 3 -0.26667 0.69096
2 - 4 -0.81699 0.68416 *
3 - 4 -0.55033 0.68416

* denotes a statistically significant difference.

Table 58. Analysis of Variance For Risk For Company C - Type I Sums of
Squares.

Source of variation Sum of Squares d.f. Mean square F-ratio Sig Lvi

MAIN EFFECTS
TREND 7.2261264 2 3.6130632 1.531 .2192
MODE 4.8302288 3 1.6100763 .682 .5639
INTERACTIONS
AB 8.8409381 6 1.4734897 .625 .7105
RESIDUAL 398.71597 169 2.3592661

TOTAL (CRRECTED) 419.61326 180
-------------------------------------------------------------
* denotes a statistically significant difference
All F-ratios are based on the residual mean square error.
1 missing values have been excluded.
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Table 59. Multiple Range Analysis For Risk For Company C By TREND.

Method: 95 Percent LSD
Level Count LS Mean Homogeneous Groups

A 60 6.0333333 X
B 62 6.0745098 X
C 59 6.4714286 X

contrast difference +/- limits
A - B -0.04118 0.54964
A - C -0.43810 0.55619
B - C -0.39692 0.55212

* denotes a statistically significant difference.

Table 60. Multiple Range Analysis For Risk For Company C By MOVE.

Method: 95 Percent LSD
Level Count LS Mean Homogeneous Groups

3 44 5.9174603 X
2 45 6.2000000 X
1 45 6.3111111 X
4 47 6.3437908 X
-------------------------------------------------------------
Contrast difference +/- limits
1 - 2 0.11111 0.63939
1 - 3 0.39365 0..64318
1 - 4 -0.03268 0.63309
2 - 3 0.28254 0.64318
2 - 4 -0.14379 0.63309
3 - 4 -0.42633 0.63692
-------------------------------------------------------------

* denotes a statistically significant difference.
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"Table 61. Summary ANOVA For Questions 5 - 7 Significance of Trend
Data.

Company A Company B Company C

Factor F Stat p-value F Stat p-value F Stat p-value

Trend 20.494 .0000* 22.264 .0000* 4.687 .0104*

Mode .091 .9649 .508 .6776 1.338 .2639

Interaction .409 .8722 .265 .9526 .976 .4430

* denotes a statistically significant difference

Table 62. Analysis of Variance For Significance of Trend For
Company A - Type I Sums of Squares.

Source of variation Sum of Squares d.f. Mean square F-ratio Sig Lvl

MAIN EFFCS
TREND 87.793306 2 43.896653 20.494 .0000*
MODE .585187 3 .195062 .091 .9649
INTERACTIONS
AB 5.2597529 6 .8766255 .409 .8722
RESIDUAL 364.12549 170 2.1419146
-------------------------------------------------------------
TOTAL (CORRECTED) 457.76374 181
-------------------------------------------------------------
* denotes a statistically significant difference
All F-ratios are based on the residual mean square error.
0 missing values have been excluded.
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Table 63. Multiple Range Analysis For Significance of Trend For
campany A By TREND.

Method: 95 Percent LSD
Level Count LS Mean Hamogeneous Groups

B 62 4.1588235 X
A 60 5.3000000 X
C 60 5.8166667 X

contrast difference +/- limits
A - B 1.14118 0.52369 *
A - C -0.51667 0.52758
B - C -1.65784 0.52369 *

• denotes a statistically significant difference.

Table 64. Multiple Range Analysis For Significance of Trend For
Ccupany A By MODE.

Method: 95 Percent LSD
Level Count LS Mean Hamogeneous Groups

1 45 5.0222222 X
3 45 5.0666667 X
4 47 5.1006536 X
2 45 5.1777778 X
--------------------------------------------------------------
contrast difference +/- limits
1 - 2 -0.15556 0.60920
1 - 3 -0.04444 0.60920
1 - 4 -0.07843 0.60319
2 - 3 0.11111 0.60920
2 - 4 0.07712 0.60319
3 - 4 -0.03399 0.60319
--------------------------------------------------------------
* denotes a statistically significant difference.
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Table 65. Analysis of Variance For Significance of Trend For
Ccmpany B - Type I Sums of Squares.

Source of variation Sum of Squares d.f. Mean square F-ratio Sig Lvi

MAIN EFFECTS
TRJM 91.847808 2 45.923904 22.264 .0000*
MODE 3.141010 3 1.047003 .508 .6776
INTERACTIONS
AB 3.2754357 6 .5459060 .265 .9526
RESIDUAL 350.65882 170 2.0626990 -

TOTAL (CORRECTED) 448.92308 181

* denotes a statistically significant difference
All F-ratios are based on the residual mean square error.
0 missing values have been excluded.

Table 66. Multiple Range Analysis For Significance of Trend For
cupany B By TREND.

Method: 95 Percent LSD
Level Count LS Mean Humogeneous Groups

B 62 4.0588235 X
C 60 4.9333333 X
A 60 5.8000000 X
--------------------------------------------------------------
contrast difference +1- limits
A - B 1.74118 0.51391 *
A - C 0.86667 0.51773 *
B - C -0.87451 0.51391 *

---------------------------------------------------------------------------
* denotes a statistically significant difference.
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Table 67. Multiple Range Analysis For Significance of Trend For
Company B By MODE.

Method: 95 Percent LSD
Level Count LS Mean Homogeneous Groups

3 45 4.7555556 X
2 45 4.8666667 X
1 45 5.0000000 X
4 47 5.1006536 X

Contrast difference +/- limits
1 - 2 0.13333 0.59782
1 - 3 0.24444 0.59782
1 - 4 -0.10065 0.59193
2 - 3 0.11111 0.59782
2 - 4 -0.23399 0.59193
3 - 4 -0.34510 0.59193

* denotes a statistically significant difference.

Table 68. Analysis of Variance For Significance of Trend For
Comany C - Type I Sums of Squares.

Source of variation Sun of Squares d.f. Mean square F-ratio Sig Lvl

MAIN EFFECTS
TREND 29.020058 2 14.510029 4.687 .0104*
MODE 12.420910 3 4.140303 1.338 .2639
INTERACTIONS
AB 18.131430 6 3.0219051 .976 .4430
RESIDUAL 526.23529 170 3.0955017

TOTAL (CORRECTED) 585.80769 181

* denotes a statistically significant difference
All F-ratios are based on the residual mean square error.
0 missing values have been excluded.
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Table 69. Multiple Range Analysis For Significance of Trend For
Cretpany C By TREND.

Method: 95 Percent LSD
Level Count LS Mean Hmnogeneous Groups

A 60 5.2333333 X
B 62 5.7490196 XX
C 60 6.2166667 X

contrast difference +/- limits
A - B -0.51569 0.62956
A - C -0.98333 0.63424 *
B - C -0.46765 0.62956

• denotes a statistically significant difference.

Table 70. Multiple Range Analysis For Significance of Trend For
Ccmpany C By MODE.

Method: 95 Percent LSD
Level Count LS Mean Hcrrogeneous Groups

1 45 5.4666667 X
3 45 5.4666667 X

2 45 5.9777778 X
4 47 6.0209150 X

contrast difference +/- limits
1 - 2 -0.51111 0.73236
1 - 3 0.00000 0.73236
1 - 4 -0.55425 0.72514
2 - 3 0.51111 0.73236
2 - 4 -0.04314 0.72514
3 - 4 -0.55425 0.72514
----------------------------------------------------------------
* denotes a statistically significant difference.
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Table 71. Summary ANOVA For Questions 8 - 10 Level of Confidence
Data.

Company A Company B Company C

Factor F Stat p-value F Stat p-value F Stat p-value

Trend 2.458 .0887 3.431 .0346* 2.287 .1046

Mode .316 .8137 .052 .9845 .968 .4093

Interaction .415 .8683 .364 .9010 .924 .4788

* denotes a statistically significant difference

Table 72. Analysis of Variance For The Level of Confidence For
Company A - Type I Sums of Squares.

Source of variation Sum of Squares d.f. Mean square F-ratio Sig Lvl

MAIN EFFECTS
TRED 4.3490902 2 2.1745451 2.458 .0887
MODE .8390998 3 .2796999 .316 .8137
INTERACTIONS
AB 2.2038160 6 .3673027 .415 .8683
RESIDUAL 150.41569 170 .8847982

TOTAL (CORRECTED) 157.80769 181

* denotes a statistically significant difference
All F-ratios are based an the residual mean square error.
0 missing values have been excluded.

4
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Table 73. Multiple Range Analysis For Level of Confidence For
Ccimpany A By TREND.

Method: 95 Percent LSD
Level Count LS Mean Humogeneous Groups

A 60 3.5666667 X
C 60 3.6833333 XX
B 62 3.9450980 X

contrast difference +/- limits
A - B -0.37843 0.33658 *
A - C -0.11667 0.33909
B - C 0.26176 0.33658

* denotes a statistically significant difference.

Table 74. Multiple Range Analysis For Level of Confidence For
Company A By MODE.

Method: 95 Percent LSD
Level Count LS Mean Homogeneous Groups

4 47 3.6823529 X
2 45 3.6888889 X
3 45 3.7111111 X
1 45 3.8444444 X

contrast difference +/- limits
1 - 2 0.15556 0.39154
1 - 3 0.13333 0.39154
1 - 4 0.16209 0.38768
2 - 3 -0.02222 0.39154
2 - 4 0.00654 0.38768
3 - 4 0.02876 0.38768

• denotes a statistically significant difference.
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Table 75. Analysis of Variance For Level of Confidence For
Caopany B - Type I Sums of Squares.

Source of variation Sum of Squares d.f. Mean square F-ratio Sig Lvi

MAIN EFFECTS
TREND 5.4971169 2 2.7485584 3.431 .0346*
MODE .1241413 3 .0413804 .052 .9845
INTEACTIONS
AB 1.7485975 6 .2914329 .364 .9010
RESIDUAL 136.19608 170 .8011534 -

TOTAL (CORRECTED) 143.56593 181

* denotes a statistically significant difference
All F-ratios are based on the residual nean square error.
0 missing values have been excluded.

Table 76. Multiple Range Analysis For Level of Confidence For
Ccnpany B By TRE2D.

Method: 95 Percent LSD
Level Count LS Mean Humogeneous Groups

B 62 3.4735294 X
C 60 3.8166667 X
A 60 3.8500000 X

contrast difference +/- limits
A - B 0.37647 0.32028 *
A - C 0.03333 0.32266
B - C -0.34314 0.32028 *

* denotes a statistically significant difference.

4
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Table 77. Multiple Range Analysis For Level of Confidence For
Company B By MODE.

Method: 95 Percent LSD
Level Count LS Mean Humogeneous Groups

4 47 3.6758170 X
2 45 3.7111111 X
1 45 3.7333333 X
3 45 3.7333333 X

contrast difference +/- limits
1 - 2 0.02222 0.37258
1 - 3 0.00000 0.37258
1 - 4 0.05752 0.36890
2 - 3 -0.02222 0.37258
2 - 4 0.03529 0.36890
3 - 4 0.05752 0.36890

* denotes a statistically significant difference.

Table 78. Analysis of Variance For Level of Confidence For
Company C - Type I Sums of Squares.

Source of variation Sum of Squares d.f. Mean square F-ratio Sig Lvl

MAIN EFFECTS
TREND 7.6935957 2 3.8467978 2.287 .1046
MODE 4.8826762 3 1.6275587 .968 .4093
INTERACTIONS
AB 9.3278867 6 1.5546478 .924 .4788
RESIDUAL 285.89804 170 1.6817532

TOTAL (CORRECTED) 307.80220 181

* denotes a statistically significant difference
All F-ratios are based on the residual mean square error.
0 missing values have been excluded.
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Table 79. Multiple Range Analysis For Level of Confidence For

Company C By TREID.

Method: 95 Percent LSD
Level Count LS Mean Homogeneous Groups

A 60 3.6166667 X
B 62 3.9294118 XX
C 60 4.1166667 X

contrast difference +/- limits
A - B -0.31275 0.46404
A - C -0.50000 0.46749 *
B - C -0.18725 0.46404

* denotes a statistically significant difference.

Table 80. Multiple Range Analysis For Level of Confidence For
Company C By MODE.

Method: 95 Percent LSD
Level Count LS Mean Homogeneous Groups

1 45 3.6888889 X
2 45 3.8000000 X
3 45 3.9333333 X
4 47 4.1281046 X

contrast difference +/- limits
1 - 2 -0.11111 0.53981
1 - 3 -0.24444 0.53981
1 - 4 -0.43922 0.53449
2 - 3 -0.13333 0.53981
2 - 4 -0.32810 0.53449
3 - 4 -0.19477 0.53449

• denotes a statistically significant difference.
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Appendix H. Demographic Results

This appendix contains the results of the demographic questions

for the experimental subjects as measured during the end-of-exercise

questionnaire. Table 81 presents a summary of the basic F and p-values

for end-of-exercise demographic responses for both cumpany A and B.

Tables 82 through 86 show Statgraphic descriptive statistics ANOVA

output for question 14, i.e. graph use in decision making. Tables 87

through 91 show Statgraphic descriptive statistics and ANOVA output for

how often the experimental subjects constructed graphs as per end-of-

exercise question 15. Tables 92 through 96 show the Statgraphic

descriptive statistics and ANOVA output with regard to the experimental

subject's rank or grade as found in end-of-exercise question 16. Tables

97 through 101 show Stataraphic descriptive statistics and ANOVA output

for question 18, the nunber of years of federal employmsrnt. Stataraphic

descriptive statistics and ANOVA output for the gender of the

experimntal subject, end-of-exercise question 20, is contained in

Tables 102 through 106. Tables 107 through 111 show Stataraphic

descriptive statistics and ANOVA output for the experimental subject's

educational background, as found in end-of-exercise question 15.

Finally, Statcraphic descriptive statistics and ANOVA output for the

professional experience of the experimental subject, end-of-exercise

question 22, is contained in Tables 112 through 116. The end-of-

exercise questionnaire is located in Appendix C and a description of

termrs and variables is contained in Appendix D.

219



Table 81. Summry ANOVA Results For Demographic
Data - Questions 14, 15, and 17 - 21.

CAcuanyA Ccntany B
Factor F Stat p-value F Stat p-value

Graph Use .569 .7550 1.371 .2287

Graph
Construction 2.021 .0652 .145 .9899

Rank or Grade 1.479 .1036 1.268 .2154

Federal
Employment .534 .7820 .574 .7509

Gender 4.710 .0313* .522 .4788

Education
Level 1.242 .2873 1.138 .3421

Professional
Experience .945 .4733 .558 .7895

* denotes a statistically significant difference

Table 82. Graph Use Frequency Tabulation.

Lower Relative Cumulative Cum. Rel.
Class Limit Frequency Frequency Frequency Frequency

1 1 14 .0769 14 .0769
2 2 31 .1703 45 .2473
3 3 51 .2802 96 .5275
4 4 26 .1429 122 .6703
5 5 30 .1648 152 .8352
6 6 13 .0714 165 .9066
7 7 17 .0934 182 1.0000
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Table 83. Graph Use Cne-Way Analysis of Variance For Campany A.

Source of variation Sum of Squares d.f. Mean square F-ratio Sig Lvl

Between groups 1.9152E0008 6 31919937 .569 .7550

Within groups 9.8243E0009 175 56138895

Total (corrected) 1.0016E0010 181

* denotes statistically significant level

Table 84. Multiple Range Analysis For Graph Use For Ccmpany A.

Method: 95 Percent LSD
Level Count Average Homogeneous Groups

6 13 54231.308 X
4 26 54538.962 X
5 30 55033.933 X
2 31 55516.548 X
7 17 56176.941 X
3 51 56647.490 X
1 14 57857.643 X

contrast difference +/- limits
1 - 2 2341.09 4762.68
1 - 3 1210.15 4462.70
1 - 4 3318.68 4903.09
1 - 5 2823.71 4787.32
1 - 6 3626.34 5696.87
1 - 7 1680.70 5338.05
2 - 3 -1130.94 3368.46
2 - 4 977.587 3933.33
2 - 5 482.615 3788.03
2 - 6 1285.24 4887.25
2 - 7 -660.393 4463.81
3 - 4 2108.53 3564.22
3 - 5 1613.56 3403.20
3 - 6 2416.18 4595.40
3 - 7 470.549 4142.24
4 - 5 -494.972 3963.12
4 - 6 307.654 5024.17
4 - 7 -1637.98 4613.32
5 - 6 802.626 4911.25
5 - 7 -1143.01 4490.08
6 - 7 -1945.63 5449.48
-------------------------------------------------------------
* denotes a statistically significant difference.
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Table 85. Graph Use Cne-Way Analysis of Variance For Ccmpany B.

Source of variation Sum of Squares d.f. Mean square F-ratio Sig Lvl

Between groups 5.4336E000 6 90559795 1.371 .2287
Within groups 1.1558E0010 175 66043670

Total (corrected) 1.21010010 181

* denotes statistically significant level

Table 86. Multiple Range Analysis For Graph Use For Cntpany B.

Method: 95 Percent LSD
Level Count Average Hcxogeneous Groups

6 13 55846.615 X
1 14 56964.714 XX
7 17 57765.059 XX
3 51 58882.686 XX
2 31 58906.710 XX
4 26 60577.077 XX
5 30 62000.200 X

Contrast difference +1- limits
1 - 2 -1942.00 5165.77
1 - 3 -1917.97 4840.40
1 - 4 -3612.36 5318.06
1 - 5 -5035.49 5192.49
1 - 6 1118.10 6179.03
1 - 7 -800.345 5789.84
2 - 3 24.0234 3653.55
2 - 4 -1670.37 4266.23
2 - 5 -3093.49 4108.63
2 - 6 3060.09 5300.88
2 - 7 1141.65 4841.60
3 - 4 -1694.39 3865.87
3 - 5 -3117.51 3691.23
3 - 6 3036.07 4984.34
3 - 7 1117.63 4492.82
4 - 5 -1423.12 4298.54
4 - 6 4730.46 5449.39
4 - 7 2812.02 5003.77
5 - 6 6153.58 5326.92 *
5 - 7 4235.14 4870.10
6 - 7 -1918.44 5910.69
----------------------------------------------------------------
* denotes a statistically significant difference.
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Table 87. Graph Construction Frequency Tabulation.

Lower Relative Cumulative Cum. Rel.
Class Limit Frequency Frequency Frequency Frequency

Never 18 .0989 18 .0989
Once a year 37 .2033 55 .3022
At least once a nuith 62 .3407 117 .6429
At least twice a month 19 .1044 136 .7473
At least once a week 33 .1813 169 .9286
Every other day 8 .0440 177 .9725
Daily 5 .0275 182 1.0000

Table 88. Graph Construction One-Way Analysis of Variance For Company
A.

Source of variation Sum of Squares d.f. Mean square F-ratio Sig Lvl

Between groups 6.4902E0008 6 1.0817E0008 2.021 .0652

Within groups 9.3668E0009 175 5.3525E0007

Total (corrected) 1.0016E0010 181

* denotes statistically significant level
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Table 89. Multiple Range Analysis For Graph Ccnstruction For Carpay A.

Method: 95 Percent LSD
Level Count Average Hamogeneous Groups

2 37 52811.378 X
4 19 54790.000 XX
5 33 55455.061 XX
6 8 55625.500 XX
3 62 56839.145 X
7 5 58000.400 XX
1 18 59167.056 X

contrast difference +/- limits
1 - 2 6355.68 4150.30 *
1 - 3 2327.91 3866.77
1- 4 4377.06 4750.32
1 - 5 3711.99 4231.82
1 - 6 3541.56 6136.78
1 - 7 1166.66 7300.92
2 - 3 -4027.77 3000.24 *
2 - 4 -1978.62 4076.16
2 - 5 -2643.68 3458.01
2 - 6 -2814.12 5631.13
2 - 7 -5189.02 6881.35
3 - 4 2049.15 3787.08
3 - 5 1384.08 3112.03
3 - 6 1213.65 5425.54
3 - 7 -1161.25 6714.16
4 - 5 -665.061 4159.13
4 - 6 -835.500 6086.89
4 - 7 -3210.40 7259.04
5 - 6 -170.439 5691.48
5 - 7 -2545.34 6930.82
6 - 7 -2374.90 8233.35

* denotes a statistically significant difference.
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Table 90. Graph Ccnstructin Crne-Way Analysis of Variance For Campany
B.

Source of variation Sum of Squares d.f. Mean square F-ratio Sig Lvl

Between groups 5.9687E0007 6 9947870 .145 .9899

Within groups 1.2041E0010 17 68807508

Total (corrected) 1.2101E0010 181

* denotes statistically significant level

Table 91. Multiple Range Analysis For Graph Construction For Cczpany B.

Method: 95 Percent LSD
Level Count Average Hamogeneous Groups

7 5 58000.400 X
2 37 58351.649 X
6 8 58750.250 X
5 33 59000.303 X
3 62 59500.306 X
1 18 59639.222 X
4 19 60058.053 X

contrast difference +/- limits
1 - 2 1287.57 4705.66
1 - 3 138.916 4384.19
1 - 4 -418.830 5385.97
1 - 5 638.919 4798.09
1 - 6 888.972 6957.96
1 - 7 1638.82 8277.88
2 - 3 -1148.66 3401.71
2 - 4 -1706.40 4621.60
2 - 5 -648.654 3920.74
2 - 6 -398.601 6384.64
2 - 7 351.249 7802.16
3 - 4 -557.746 4293.84
3 - 5 500.003 3528.46
3 - 6 750.056 6151.55
3 - 7 1499.91 7612.60
4 - 5 1057.75 4715.68
4 - 6 1307.80 6901.39
4 - 7 2057.65 8230.38
5 - 6 250.053 6453.07
5 - 7 999.903 7858.26
6 - 7 749.850 9335.08
----------------------------------------------------------------
* denotes a statistically significant difference.
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Table 92. Rank or Grade Frequency Tabulation.

Lower Relative Cumulative Cum. Rel.
Class Limit Frequency Frequency Frequency Frequency

i CONTRACT 2 .01099 2 .0110
2 E-4 1 .00549 3 .0165
3 E-5 1 .00549 4 .0220
4 E-7 2 .01099 6 .0330
5 GG-13 1 .00549 7 .0385
6 GH-13 15 .08242 22 .1209
7 GM-14 5 .02747 27 - .1484
8 GM-15 1 .00549 28 .1538
9 GS-09 1 .00549 29 .1593

10 GS-11 7 .03846 36 .1978
11 GS-12 39 .21429 75 .4121
12 GS-13 10 .05495 85 .4670
13 GS-14 2 .01099 87 .4780
14 0-1 3 .01648 90 .4945
15 0-2 10 .05495 100 .5495
16 0-3 46 .25275 146 .8022
17 0-4 26 .14286 172 .9451
18 0-5 6 .03297 178 .9780
19 0-6 4 .02198 182 1.0000

Table 93. One-Way Analysis of Variance For Rank Versus Corpany A.

Source of variation Sum of Squares d.f. Mean square F-ratio Sig Lvl

Between groups 1.4059E0009 18 78103320 1.479 .1036

Within groups 8.6100E0009 163 52821881

Total (corrected) 1.0016E0010 181

* denotes statistically significant level
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Table 94. Multiple Range Analysis For Rank Versus Cozpany A.

Method: 95 Percent LSD
Level Count Average Homogeneous Groups

E-4 1 50001.000 X
0-i 3 50001.000 XX
GG-13 1 50001.000 XXX
GS-13 10 52000.800 XXXX
GH-14 5 52400.600 XXXXX
0-2 10 53000.700 XXXXX
0-4 26 54231.423 XXXXXX
G4-13 15 54800.400 XXXXMXX
E-7 2 55000.000 XXXXXXXM
0-5 6 55100.667 XXXXXXXX
0-6 4 55000.750 XXXXXX =
0-3 46 55826.478 XXXXXXXM
GS-12 39 58000.333 XXX X XX
GS-11 7 60000.286 X X XXXX
CONTRACT 2 60000.500 XXXXXXX
GS-14 2 60000.500 XX_0XXX
GS-09 1 65000.000 XXXXX WX
E-5 1 70000.000 X X X
GM-15 1 70000.000 X X X

contrast difference +/- limits
E-4 - 0-4 -4230.42 14627.9
E-4 - 0-1 0.00000 16575.1
E-4 - 0-5 -4999.67 15504.6
E-4 - 0-3 -5825.48 14509.7
E-4 - CONTRACT -9999.50 17580.6
E-4 - GS-1I -9999.29 15345.6
E-4 - GS-14 -9999.50 17580.6
E-4 - 0-2 -2999.70 15055.1
E-4 - GS-12 -7999.33 14537.4
E-4 - CM-13 -4799.40 14825.3
E-4 - GS-09 -14999.0 20300.3
E-4 - 0-6 -4999.75 16048.8
E-4 - GN-14 -2399.60 15724.6
E-4 - E-5 -19999.0 20300.3
E-4 - E-7 -4999.00 17580.6
E-4 - GS-13 -1999.80 15055.1
E-4 - GH-15 -19999.0 20300.3
E-4 - GG-13 0.00000 20300.3
0-4 - 0-1 4230.42 8752.65
0-4 - 0-5 -769.244 6501.31
0-4 - 0-3 -1595.06 3522.00
0-4 - CONTRACT -5769.08 10533.3
0-4 - GS-Il -5768.86 6112.37
0-4 - GS-14 -5769.08 10533.3
0-4 - 0-2 1230.72 5341.37
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Table 94. Continued.

contrast difference +/- limits
0-4 - GS-12 -3768.91 3634.34
0-4 - GM-13 -568.977 4654.23
0-4 - GS-09 -10768.6 14627.9
0-4 - 0-6 -769.327 7709.60
0-4 - GM-14 1830.82 7009.66
0-4 - E-5 -15768.6 14627.9
0-4 - E-7 -768.577 10533.3
0-4 - GS-13 2230.62 5341.37
0-4 - GM-15 -15768.6 14627.9 *
0-4 - GG-13 4230.42 14627.9
0-1 - 0-5 -4999.67 10150.2
0-1 - 0-3 -5825.48 8553.55
0-1 - CONTRACT -9999.50 13103.8
0-1 - GS-11 -9999.29 9905.55 *
0-1 - GS-14 -9999.50 13103.8
0-1 - 0-2 -2999.70 9449.29
0-1 - GS-12 -7999.33 8600.42
0-1 - GM-13 -4799.40 9078.58
0-1 - GS-09 -14999.0 16575.1
0-1 - 0-6 -4999.75 10963.4
0-1 - (E-14 -2399.60 10483.0
0-1 - E-5 -19999.0 16575.1 *
0-1 - E-7 -4999.00 13103.8
0-1 - GS-13 -1999.80 9449.29
0-1 - G4-15 -19999.0 16575.1 *
0-1 - GG-13 0.00000 16575.1
0-5 - 0-3 -825.812 6230.68
0-5 - CONTRACT -4999.83 11720.4
0-5 - GS-11 -4999.62 7986.11
0-5 - GS-14 -4999.83 11720.4
0-5 - 0-2 1999.97 7412.63
0-5 - GS-12 -2999.67 6294.86
0-5 - GM-13 200.267 6933.88
0-5 - GS-09 -9999.33 15504.6
0-5 - 0-6 -0.08333 9265.79
0-5 - CM-14 2600.07 8692.08
0-5 - E-5 -14999.3 15504.6
0-5 - E-7 0.66667 11720.4
0-5 - GS-13 2999.87 7412.63
0-5 - GM-15 -14999.3 15504.6
0-5 - GG-13 4999.67 15504.6
0-3 - CONTRACT -4174.02 10368.5
0-3 - GS-11 -4173.81 5823.69
0-3 - GS-14 -4174.02 10368.5
0-3 - 0-2 2825.78 5008.45
0-3 - GS-12 -2173.86 3124.54
0-3 - GM-13 1026.08 4268.04
0-3 - GS-09 -9173.52 14509.7
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Table 94. Continued.

contrast difference +1- limits
0-3 - 0-6 825.728 7482.80
0-3 - GH-14 3425.88 6759.42
0-3 - E-5 -14173.5 14509.7
0-3 - E-7 826.478 10368.5
0-3 - GS-13 3825.68 5008.45
0-3 - GM-15 -14173.5 14509.7
0-3 - GG-13 5825.48 14509.7
CONTRACT - GS-11 0.21429 11509.2
CONTRACT - GS-14 0.00000 14354.5
CONTRACT - 0-2 6999.80 11118.9
CONTRACT - GS-12 2000.17 10407.2
CONTRACT - GH-13 5200.10 10805.7
CONTRACT - GS-09 -4999.50 17580.6
CONTRACT - 0-6 4999.75 12431.4
CONTRACT - GM-14 7599.90 12009.8
CONTRACT - E-5 -9999.50 17580.6
CONTRACT - E-7 5000.50 14354.5
CONTRACT - GS-13 7999.70 11118.9
CONTRACT - GK-15 -9999.50 17580.6
CONTRACT - GG-13 9999.50 17580.6
GS-11 - GS-14 -0.21429 11509.2
GS-11 - 0-2 6999.59 7073.98
GS-11 - GS-12 1999.95 5892.31
GS-11 - GH-13 5199.89 6570.60
GS-I1 - GS-09 -4999.71 15345.6
GS-1I - 0-6 4999.54 8997.16
GS-I1 - G4-14 7599.69 8405.13
GS-i1 - E-5 -9999.71 15345.6
GS-11 - E-7 5000.29 11509.2
GS-1I - GS-13 7999.49 7073.98
GS-11 - GK-15 -9999.71 15345.6
GS-il - GG-13 9999.29 15345.6
GS-14 - 0-2 6999.80 11118.9
GS-14 - GS-12 2000.17 10407.2
GS-14 - GM-13 5200.10 10805.7
GS-14 - GS-09 -4999.50 17580.6
GS-14 - 0-6 4999.75 12431.4
GS-14 - G4-14 7599.90 12009.8
GS-14 - E-5 -9999.50 17580.6
GS-14 - E-7 5000.50 14354.5
GS-14 - GS-13 7999.70 11118.9
GS-14 - (14-15 -9999.50 17580.6
GS-14 - GG-13 9999.50 17580.6
0-2 - GS-12 -4999.63 5088.08
0-2 - G(-13 -1799.70 5860.20
0-2 - GS-09 -11999.3 15055.1
0-2 - 0-6 -2000.05 8492.24
0-2 - G(-14 600.100 7862.28
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Table 94. Continued.

contrast difference +/- limits
0-2 - E-5 -16999.3 15055.1
0-2 - E-7 -1999.30 11118.9
0-2 - GS-13 999.900 6419.53
0-2 - G4-15 -16999.3 15055.1 *
0-2 - GG-13 2999.70 15055.1
GS-12 - GM-13 3199.93 4361.21
GS-12 - GS-09 -6999.67 14537.4
GS-12 - 0-6 2999.58 7536.33
GS-12 - CM-14 5599.73 6818.63
GS-12 - E-5 -11999.7 14537.4
GS-12 - E-7 3000.33 10407.2
GS-12 - GS-13 5999.53 5088.08 *
GS-12 - GM-15 -11999.7 14537.4
GS-12 - GG-13 7999.33 14537.4
GM-13 - GS-09 -10199.6 14825.3
GM-13 - 0-6 -200.350 8077.73
GM-13 - GM-14 2399.80 7412.63
GM-13 - E-5 -15199.6 14825.3 *
GM-13 - E-7 -199.600 10805.7
GK-13 - GS-13 2799.60 5860.20
GK-13 - GM-15 -15199.6 14825.3 *
GK-13 - GG-13 4799.40 14825.3
GS-09 - 0-6 9999.25 16048.8
GS-09 - GM-14 12599.4 15724.6
GS-09 - E-5 -5000.00 20300.3
GS-09 - E-7 10000.0 17580.6
GS-09 - GS-13 12999.2 15055.1
GS-09 - GM-15 -5000.00 20300.3
GS-09 - GG-13 14999.0 20300.3
0-6 - GM-14 2600.15 9629.29
0-6 - E-5 -14999.3 16048.8
0-6 - E-7 0.75000 12431.4
0-6 - GS-13 2999.95 8492.24
0-6 - GK-15 -14999.3 16048.8
0-6 - GG-13 4999.75 16048.8
GM-14 - E-5 -17599.4 15724.6 *
C@-14 - E-7 -2599.40 12009.8
GM-14 - GS-13 399.800 7862.28
GM-14 - GM-15 -17599.4 15724.6 *
GM-14 - GG-13 2399.60 15724.6
E-5 - E-7 15000.0 17580.6
E-5 - GS-13 17999.2 15055.1 *
E-5 - GM-15 0.00000 20300.3
E-5 - GG-13 19999.0 20300.3
E-7 - GS-13 2999.20 11118.9
E-7 - GK-15 -15000.0 17580.6
E-7 - GG-13 4999.00 17580.6
GS-13 - GM-15 -17999.2 15055.1 *
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Table 94. Continued.

contrast difference +1- limits
GS-13 - GG-13 1999.80 15055.1
GH-15 - GG-13 19999.0 20300.3

* denotes a statistically significant difference.

Table 95. One-Way Analysis of Variance For Rank Versus Company B.

Source of variation Sun of Squares d.f. Mean square F-ratio Sig Lvl

Between groups 1.4861E0009 18 82561180 1.268 .2154
Within groups i.0615E0010 163 65122085

Total (corrected) 1.2101E0010 181

* denotes statistically significant level

Table 96. Multiple Range Analysis For Rank Versus Company B.

Method: 95 Percent LSD
Level Count Average Humogeneous Groups

0-2 10 54500.600 X
GG-13 1 55000.000 XX
0-6 4 56250.500 XX
0-3 46 57274.261 XXX
@1-14 5 57800.400 XXXX
GM-13 15 58533.600 XXXX
GS-12 39 59051.564 XXXX
0-4 26 60000.231 XXXX
0-5 6 60000.333 XXXX
CONTRACT 2 60000.500 XXXX
GS-13 10 61000.300 XXXX
0-1 3 63333.333 XXXX
GS-11 7 65000.000 X X
GS-09 1 65000.000 XXXX
E-7 2 65000.000 XXXX
E-4 1 70000.000 XXXX
GS-14 2 70000.000 X X
E-5 1 70000.000 XXXX
GM-15 1 70000.000 XXXX
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Table 96. Continued.

contrast difference +/- limits
E-4 - 0-4 9999.77 16242.0
E-4 - 0-1 6666.67 18404.1
E-4 - 0-5 9999.67 17215.5
E-4 - 0-3 12725.7 16110.7
E-4 - OONTRACr 9999.50 19520.5
E-4 - GS-1i 5000.00 17038.9
E-4 - GS-14 0.00000 19520.5
E-4 - 0-2 15499.4 16716.4
E-4 - GS-12 10948.4 16141.5
E-4 - GM-13 11466.4 16461.1
E-4 - GS-09 5000.00 22540.3
E-4 - 0-6 13749.5 17819.7
E-4 - CM-14 12199.6 17459.7
E-4 - E-5 0.00000 22540.3
E-4 - E-7 5000.00 19520.5
E-4 - GS-13 8999.70 16716.4
E-4 - G1-15 0.00000 22540.3
E-4 - GG-13 15000.0 22540.3
0-4 - 0-1 -3333.10 9718.45
0-4 - 0-5 -0.10256 7218.68
0-4 - 0-3 2725.97 3910.62
0-4 - CCNTRACr -0.26923 11695.6
0-4 - GS-11 -4999.77 6786.82
0-4 - GS-14 -9999.77 11695.6
0-4 - 0-2 5499.63 5930.75
0-4 - GS-12 948.667 4035.37
0-4 - GM-13 1466.63 5167.79
0-4 - GS-09 -4999.77 16242.0
0-4 - 0-6 3749.73 8560.31
0-4 - GM-14 2199.83 7783.13
0-4 - E-5 -9999.77 16242.0
0-4 - E-7 -4999.77 11695.6
0-4 - GS-13 -1000.07 5930.75
0-4 - @M-15 -9999.77 16242.0
0-4 - GG-13 5000.23 16242.0
0-1 - 0-5 3333.00 11270.2
0-1 - 0-3 6059.07 9497.38
0-1 - CONTRACT 3332.83 14549.7
0-1 - GS-11 -1666.67 10998.6
0-1 - GS-14 -6666.67 14549.7
0-1 - 0-2 8832.73 10492.0
0-1 - GS-12 4281.77 9549.42
0-1 - GK-13 4799.73 10080.3
0-1 - GS-09 -1666.67 18404.1
0-1 - 0-6 7082.83 12173.2
0-1 - GM-14 5532.93 11639.8
0-1 - E-5 -6666.67 18404.1
0-1 - E-7 -1666.67 14549.7
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Table 96. Continued.

contrast difference +/- limits
O-1 - GS-13 2333.03 10492.0
0-1 - GM-15 -6666.67 18404.1
0-1 - GG-13 8333.33 18404.1
0-5 - 0-3 2726.07 6918.19
0-5 - CONTRACT -0.16667 13013.7
0-5 - GS-11 -4999.67 8867.32
0-5 - GS-14 -9999.67 13013.7
0-5 - 0-2 5499.73 8230.57
0-5 - GS-12 948.769 6989.46
0-5 - GM-13 1466.73 7698.99
0-5 - GS-09 -4999.67 17215.5
0-5 - 0-6 3749.83 10288.2
0-5 - GM-14 2199.93 9651.19
0-5 - E-5 -9999.67 17215.5
0-5 - E-7 -4999.67 13013.7
0-5 - GS-13 -999.967 8230.57
0-5 - GM-15 -9999.67 17215.5
0-5 - GG-13 5000.33 17215.5
0-3 - CONTRACT -2726.24 11512.6
0-3 - GS-11 -7725.74 6466.29 *
0-3 - GS-14 -12725.7 11512.6 *
0-3 - 0-2 2773.66 5561.10
0-3 - GS-12 -1777.30 3469.31
0-3 - (H-13 -1259.34 4738.99
0-3 - GS-09 -7725.74 16110.7
0-3 - 0-6 1023.76 8308.48
0-3 - GM-14 -526.139 7505.27
0-3 - E-5 -12725.7 16110.7
0-3 - E-7 -7725.74 11512.6
0-3 - Gs-13 -3726.04 5561.10
0-3 - GM-15 -12725.7 16110.7
0-3 - GG-13 2274.26 16110.7
CONTRACT - GS-1I -4999.50 12779.2
CONTRACT - GS-14 -9999.50 15938.4
CONTRACT - 0-2 5499.90 12345.8
CONTRACT - GS-12 948.936 11555.5
CONTRACT - GM-13 1466.90 11998.0
CONTRACT - GS-09 -4999.50 19520.5
CONTRACT - 0-6 3750.00 13803.1
CONTRACT - GM-14 2200.10 13335.0
CONTRACT - E-5 -9999.50 19520.5
CONTRACT - E-7 -4999.50 15938.4

ONTRACT - GS-13 -999.800 12345.8
-NTRACT - GM-15 -9999.50 19520.5

CONTRACT - GG-13 5000.50 19520.5
GS-11 - GS-14 -5000.00 12779.2
GS-11 - 0-2 10499.4 7854.54 *
GS-11 - GS-12 5948.44 6542.49
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Table 96. Continued.

contrast difference +/- limits
GS-11 - GM-13 6466.40 7295.62
GS-11 - GS-09 0.00000 17038.9
GS-11 - 0-6 8749.50 9989.93
GS-11 - GM-14 7199.60 9332.58
GS-ii - E-5 -5000.00 17038.9
GS-11 - E-7 0.00000 12779.2
GS-11 - GS-13 3999.70 7854.54
GS-11 - 14-15 -5000.00 17038.9
GS-11 - GG-13 10000.0 17038.9
GS-14 - 0-2 15499.4 12345.8
GS-14 - GS-12 10948.4 11555.5
GS-14 - GM-13 11466.4 11998.0
GS-14 - GS-09 5000.00 19520.5
GS-14 - 0-6 13749.5 13803.1
GS-14 - GM-14 12199.6 13335.0
GS-14 - E-5 0.00000 19520.5
GS-14 - E-7 5000.00 15938.4
GS-14 - GS-13 8999.70 12345.8
GS-14 - GM-15 0.00000 19520.5
GS-14 - GG-13 15000.0 19520.5
0-2 - GS-12 -4550.96 5649.51
0-2 - GM-13 -4033.00 6506.83
0-2 - GS-09 -10499.4 16716.4
0-2 - 0-6 -1749.90 9429.30
0-2 - @M-14 -3299.80 8729.83
0-2 - E-5 -15499.4 16716.4
0-2 - E-7 -10499.4 12345.8
0-2 - GS-13 -6499.70 7127.88
0-2 - GM-15 -15499.4 16716.4
0-2 - GG-13 -499.400 16716.4
GS-12 - G4-13 517.964 4842.44
GS-12 - GS-09 -5948.44 16141.5
GS-12 - 0-6 2801.06 8367.91
GS-12 GM-14 1251.16 7571.02
GS-12 - E-5 -10948.4 16141.5
GS-12 - E-7 -5948.44 11555.5
GS-12 - GS-13 -1948.74 5649.51
GS-12 - GK-15 -10948.4 16141.5
GS-12 - GG-13 4051.56 16141.5
GM-13 - GS-09 -6466.40 16461.1
GM-13 - 0-6 2283.10 8969.05
GK-13 - GM-14 733.200 8230.57
G1-13 - E-5 -11466.4 16461.1
GK-13 - E-7 -6466.40 11998.0
GM-13 - GS-13 -2466.70 6506.83
GM-13 - GM-15 -11466.4 16461.1
GM-13 - GG-13 3533.60 16461.1
GS-09 - 0-6 8749.50 17819.7
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Table 96. Continued.

contrast difference +1- limits
GS-09 - GM-14 7199.60 17459.7
GS-09 - E-5 -5000.00 22540.3
GS-09 - E-7 0.00000 19520.5
GS-09 - GS-13 3999.70 16716.4
GS-09 - GK-15 -5000.00 22540.3
GS-09 - GG-13 10000.0 22540.3
0-6 - GM-14 -1549.90 10691.8
0-6 - E-5 -13749.5 17819.7
0-6 - E-7 -8749.50 13803.1
0-6 - GS-13 -4749.80 9429.30
0-6 - GM-15 -13749.5 17819.7
0-6 - GG-13 1250.50 17819.7
GM-14 - E-5 -12199.6 17459.7
GM-14 - E-7 -7199.60 13335.0
GM-14 - GS-13 -3199.90 8729.83
GM-14 - GM-15 -12199.6 17459.7
GM-14 - GG-13 2800.40 17459.7
E-5 - E-7 5000.00 19520.5
E-5 - GS-13 8999.70 16716.4
E-5 - GM-15 0.00000 22540.3
E-5 - GG-13 15000.0 22540.3
E-7 - GS-13 3999.70 12345.8
E-7 - GK-15 -5000.00 19520.5
E-7 - GG-13 10000.0 19520.5
GS-13 - CM-15 -8999.70 16716.4
GS-13 - GG-13 6000.30 16716.4
GK-15 - GG-13 15000.0 22540.3

* denotes a statistically significant difference.

Table 97. Years of Federal Employmnvt Frequency Tabulation.

Lower Relative Cumulative Cum. Rel.
Class Limit Frequency Frequency Frequency Frequency

1 0 to 5 25 .1374 25 .137
2 6 to 10 43 .2363 68 .374
3 11 to 15 41 .2253 109 .599
4 16 to 20 34 .1868 143 .786
5 21 to 25 21 .1154 164 .901
6 26 to 30 12 .0659 176 .967
7 over 30 6 .0330 182 1.000
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Table 98. Federal Employmrent One-Way Analysis of Variance - Ccupany A.

Source of variation Sum of Squares d.f. Mean square F-ratio Sig Lvl

Between groups 1.8003E0008 6 30004477 .534 .7820
Within groups 9.8358E0009 175 56204568

Total (corrected) 1.0016E0010 181

* denotes statistically significant level

Table 99. Multiple Range Analysis For Federal Employment - Cctwny A.

Method: 95 Percent LSD
Level Count Average Haomgeneous Groups

4 34 54882.912 X
7 6 55000.333 X
3 41 55000.512 X
1 25 55800.560 X
5 21 56048.143 X
2 43 56279.442 X
6 12 58833.750 X

contrast difference +/- limits
1 - 2 -478.882 3722.15
1 - 3 800.048 3755.38
1 - 4 917.648 3899.07
1 - 5 -247.583 4380.70
1 - 6 -3033.19 5197.38
1 - 7 800.227 6727.90
2 - 3 1278.93 3230.41
2 - 4 1396.53 3396.38
2 - 5 231.299 3939.95
2 - 6 -2554.31 4831.71
2 - 7 1279.11 6449.59
3 - 4 117.600 3432.76
3 - 5 -1047.63 3971.35
3 - 6 -3833.24 4857.35
3 - 7 0.17886 6468.83
4 - 5 -1165.23 4107.49
4 - 6 -3950.84 4969.28
4 - 7 -U7.422 6553.29
5 - 6 -2785.61 5355.51
5 - 7 1047.81 6850.79
6 - 7 3833.42 7399.70
---------------------------------------------------------------
* denotes a statistically significant difference.
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Table 100. Federal Employment One-Way Analysis of Variance - Company B.

Source of variation Sum of Squares d.f. Mean square F-ratio Sig Lvl

Between groups 2.3343E0008 6 38904904 .574 .7509
Within groups 1.1868E0010 175 67814695 -

Total (corrected) 1.2101E0010 181

* denotes statistically significant level

Table 101. Multiple Range Analysis For Federal Employnent - Company B.

Method: 95 Percent LSD
Level Count Average Homogeneous Groups

7 6 57833.500 X
1 25 58280.440 X
2 43 58363.047 X
4 34 58941.471 X
3 41 59122.220 X
6 12 61250.250 X
5 21 61571.714 X

contrast difference +/- limits
1 - 2 -82.6065 4088.56
1 - 3 -841.780 4125.06
1 - 4 -661.031 4282.89
1 - 5 -3291.27 4811.93
1 - 6 -2969.81 5709.01
1 - 7 446.940 7390.19
2 - 3 -759.173 3548.41
2 - 4 -578.424 3730.71
2 - 5 -3208.67 4327.79
2 - 6 -2887.20 5307.34
2 - 7 529.547 7084.49
3 - 4 180.749 3770.68
3 - 5 -2449.49 4362.29
3 - 6 -2128.03 5335.51
3 - 7 1288.72 7105.62
4 - 5 -2630.24 4511.83
4 - 6 -2308.78 5458.45
4 - 7 1107.97 7198.39
5 - 6 321.464 5882.70
5 - 7 3738.21 7525.18
6 - 7 3416.75 8128.12

* denotes a statistically significant difference.
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Table 102. Gender Frequency Tabulation-.

- - - - - - - - - - - - - - - -- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

Lower Relative Cumulative Cumn. Re!.
Class Limit Frequency Frequency Frequency Frequency

3. Female 34 .187 34 .187
2 Male 148 .813 182 1.000

Table 103. Gender One-Way Analysis of Variance For-Carany A.

Source of variation Sumi of Squares d-f. Mean square F-ratio Sig Lvl

Between groups 2.5538E0008 1 2.5538E0008 4.710 .0313
within groups 9.7604E0009 180 5.4225E0007

Total (corrected) i.0016E0010 181

*denotes statistically significant level

Table 104. Gender Multiple Range Analysis For Company A.

Meth~od: 95 Percent LSD
Level Count Average Homnogeneous Groups

Male -148 55196.459 X
Female 34 58235.647 X

contrast difference +- limidts
Male - Ferale -3039.19 2764.00*

*denotes a statistically significant difference.
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Table 105. Gender Cne-Way Analysis of Variance For Company B.

Source of variation Sum of Squares d.f. Mean square F-ratio Sig Lvl

Between groups 3.4969E0007 1 34968614 .522 .4788
Within groups 1.2066E0010 180 67033513

Total (corrected) 1.2101EO010 181

* denotes statistically significant level

Table 106. Gender Multiple Range Analysis For Ccxpany B.

Method: 95 Percent LSD
Level Count Average Humogeneous Groups

Male 148 58963.824 X
Fenale 34 60088.441 X

contrast difference +1- limits
Male - Female -1124.62 3073.16

* denotes a statistically significant difference.

Table 107. Educational Background Frequency Tabulation.

Lower Relative Cuzrlative Cutm. Rel.
Class Limit Frequency Frequency Frequency Frequency

1 High School Graduate 2 .0110 2 .0110
2 Saie College 13 .0714 15 .0824
3 Associate Degree 8 .0440 23 .1264
4 Bachelors Degree 51 .2802 74 .4066
5 Scme Grad Courses 36 .1978 110 .6044
6 Masters Degree 70 .3846 180 .9890
7 Doctoral Degree 2 .0110 182 1.0000
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Table 108. Education Level One-Way Analysis of Variance For Company A.

Source of variation Sum of Squares d.f. Mean square F-ratio Sig Lvl

Between groups 4.0896E008 6 68159303 1.242 .2873
Within groups 9.6069E0009 175 54896403

Total (corrected) 1.0016E0010 181

* denotes statistically significant level

Table 109. Multiple Range Analysis For Education Level Versus Company
A.

Method: 95 Percent LSD
Level Count Average Homogeneous Groups

7 2 50001.000 X
1 2 55000.500 XX
6 70 55071.971 XXX
2 13 55384.923 XXXX
5 36 55722.722 XXXXX
4 51 56137.686 XXXXX
3 8 61875.375 X X X

contrast difference +/- limits
1 - 2 -384.423 11109.4
1 - 3 -6874.88 11563.0
1 - 4 -1137.19 10543.1
1 - 5 -722.222 10625.7
1- 6 -71.4714 10489.0
1 - 7 4999.50 14626.2
2 - 3 -6490.45 6572.39
2 - 4 -752.763 4544.26
2 - 5 -337.799 4732.66
2 - 6 312.952 4417.22
2 - 7 5383.92 11109.4
3 - 4 5737.69 5561.94 *
3 - 5 6152.65 5716.90 *
3 - 6 6803.40 5458.63 *
3 - 7 11874.4 11563.0 *
4 - 5 414.964 3183.86
4 - 6 1065.71 2692.71
4 - 7 6136.69 10543.1
5 - 6 650.751 2999.74
5 - 7 5721.72 10625.7
6 - 7 5070.97 10489.0 4
-----------------------------------------------------------------
* denotes a statistically significant difference.
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Table 110. Edcation Level Cne-Way Analysis of Variance For Cozpany B.

-------------------------------------------------------------------------
Source of variation Sumr of Squares d.f. Mean square F-ratio Sig Lvl
-

Between groups 4.5449E0008 6 75748766 1.138 .3421
Within groups 1.1647E0010 175 66551477
-------------------------------------------------------------------------
Total (corrected) 1.2101E0010 181

* denotes statistically significant level

Table iii. Multiple Range Analysis For Education Level Versus Cczpany
B.

Method: 95 Percent LSD
Level Count Average Homogeneous Groups

1 2 50001.000 X
7 2 57500.500 XX
5 36 58139.278 XX
4 51 58472.863 XX
2 13 59615.538 XX
6 70 59907.386 XX
3 8 63875.125 X

Contrast difference +/- limits
1 - 2 -9614.54 12232.0
1 - 3 -13874.1 12731.4 *
1 - 4 -8471.86 11608.5
1 - 5 -8138.28 11699.4
1 - 6 -9006.39 11548.9
1 - 7 -7499.50 16104.1
2 - 3 -4259.59 7236.53
2 - 4 1142.68 5003.46
2 - 5 1476.26 5210.90
2 - 6 -291.847 4863.57
2 - 7 2115.04 12232.0
3 - 4 5402.26 6123.97
3 - 5 5735.85 6294.59
3 - 6 3967.74 6010.22
3 - 7 6374.63 12731.4
4 - 5 333.585 3505.59
4 - 6 -1434.52 2964.80
4 - 7 972.363 11608.5
5 - 6 -1768.11 3302.86
5 - 7 638.778 11699.4
6 - 7 2406.89 11548.9

* denotes a statistically significant difference.
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Table 112. Professional Experience Frequency Tabulation.

Lower Relative Cumulative Cum. Rel.
Class Limit Frequency Frequency Frequency Frequency

1 Technical 23 .1264 23 .126
2 Contracts 23 .1264 46 .253
3 Support 26 .1429 72 .396
4 Managerial 68 .3736 140 .769
5 Engineering 16 .0879 156 .857
6 Other 10 .0549 166 .912
7 Scientific 3 .0165 169 .929
8 Operations 13 .0714 182 1.000

Table 113. Professional Experience One-Way Analysis of Variance For
Company A.

Source of variation Sun of Squares d.f. Mean square F-ratio Sig Lvl

Between groups 3.6683E0008 7 52404303 .945 .4733
Within groups 9.6490E0009 174 55454001

Total (corrected) 1.0016E0010 181

* denotes statistically significant level

Table 114. Multiple Range Analysis For Professional Experience Versus
Company A.

Method: 95 Percent LSD
Level Count Average Homogeneous Groups

5 16 52063.188 X
7 3 53667.000 CXC
3 26 55115.923 XX
6 10 55500.700 XX
4 68 55838.721 XX
2 23 56522.174 XX
1 23 57391.609 X
8 13 57692.692 X

242



Table 114. Continued.

contrast difference +/- limits
1 - 2 869.435 4335.04
1 - 3 2275.69 4208.14
1 - 4 1552.89 3546.05
1 - 5 5328.42 4785.76 *
1 - 6 1890.91 5568.46
1 - 7 3724.61 9024.11
1 - 8 -301.084 5101.03
2 - 3 1406.25 4208.14
2 - 4 683.453 3546.05
2 - 5 4458.99 4785.76
2 - 6 1021.47 5568.46
2 - 7 2855.17 9024.11
2 - 8 -1170.52 5101.03
3 - 4 -722.798 3389.73
3 - 5 3052.74 4671.11
3 - 6 -384.777 5470.25
3 - 7 1448.92 8963.84
3 - 8 -2576.77 4993.63
4 - 5 3775.53 4084.77
4 - 6 338.021 4978.92
4 - 7 2171.72 8672.74
4 - 8 -1853.97 4449.99
5 - 6 -3437.51 5926.10
5 - 7 -1603.81 9249.08
5 - 8 -5629.50 5489.21 *
6 - 7 1833.70 9677.28
6 - 8 -2191.99 6183.50
7 - 8 -4025.69 9416.08

• denotes a statistically significant difference.

Table 115. Professional Experience One-Way Analysis of Variance For
Cctpany B.

Source of variation Sun of Squares d.f. Mean square F-ratio Sig Lvl

Between groups 2.6548E0008 7 37926056 .558 .7895
Within groups 1.1836E0010 174 68020222

Total (corrected) 1.2101E0010 181

* denotes statistically significant level
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Table 116. Multiple Range Analysis For Professional Experience Versus
coV~any B.

Method: 95 Percent LSD
Level Count Average Homogeneous Groups

2 23 57587.217 X
5 16 58375.313 X
4 68 58853.265 X
8 13 59000.308 X
3 26 59273.385 X
1 23 60261.130 X
6 i0 62500.100 X
7 3 63333.667 X

contrast difference +/- limits
1 - 2 2673.91 4801.16
1 - 3 987.746 4660.60
1 - 4 1407.87 3927.33
1 - 5 1885.82 5300.33
1 - 6 -2238.97 6167.20
1 - 7 -3072.54 9994.41
1 - 8 1260.82 5649.51
2 - 3 -1686.17 4660.60
2 - 4 -1266.05 3927.33
2 - 5 -788.095 5300.33
2 - 6 -4912.88 6167.20
2 - 7 -5746.45 9994.41
2 - 8 -1413.09 5649.51
3 - 4 420.120 3754.20
3 - 5 898.072 5173.36
3 - 6 -3226.72 6058.42
3 - 7 -4060.28 9927.65
3 - 8 273.077 5530.56
4 - 5 477.952 4523.97
4 - 6 -3646.84 5514.27
4 - 7 -4480.40 9605.26
4 - 8 -147.043 4928.46
5 - 6 -4124.79 6563.29
5 - 7 -4958.35 10243.6
5 - 8 -624.995 6079.42
6 - 7 -833.567 10717.8
6 - 8 3499.79 6848.37
7 - 8 4333.36 10428.5

* denotes a statistically significant difference.
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Appendix I. Debriefing Questions Results

This Appendix contains descriptive statistics for questions 11 -

13 and 16. Term and variable definitions are in Appendix D.

Table -17. Difficulty of Instructions Frequency Tabulation.

Lower Relative Cumulative Cum. Rel.
Class Limit Frequency Frequency Frequency Frequency

1 No 4 .0220 4 .0220
2 Yes 178 .9780 182 1.0000

Table U8. Descriptive Statistics For Time Required To Make Loan

Decisions and Level of Interest Frequency Tabulation.

Variable: Time Interest

Sample size 182 182
Average 1.81813 4.21429
Median 1 4
Mode 1 4
Variance 2.25779 2.36819
Standard deviation 1.50259 1.53889
Standard error 0.11138 0.11407
Minimun 0.1 1
Maximum 7 7
Range 6.9 6
Lower quartile 1 4
Upper quartile 2.5 5
Interquartile range 1.5 1

Table 119. Prior Knowledge of Experiment Frequency Tabulation.

Lower Relative Cumulative Cun. Rel.
Class Limit Frequency Frequency Frequency Frequency

1 No 182 1.00 182 1.00
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Appendix J. Normality Plots

This appendix shows the Wilk-Shapiro/Rankit Plots and test statistics

for Cumpanies A and B in each of the 12 cells within the behavioral

experinient. The value of the Wilk-Shapiro test statistic and the exact

location of each of the plots is detailed in Table 120. Additionally,

the Wilk-Shapiro test statistic for each of the ten perceptual questions

(questions one through ten of the end-of-exercise questionnaire) is

contained in Table 121.

Table 120. Wilk-Shapiro/Rankit Test Statistics and
Location of Plots For Caomanies A and B For Cells 1 - 12.

* Wilk-Shapiro Wilk-Shapiro I
Cell Test Statistic Test Statistic Rankit Plot.iNumber iComfpany A Company B Page numberPa2 ne ' '-~

1 .7215 .8775 247-248
2 .8070 .8561 249-2503 .91070 .8250 251-252

4 .8929 .8951 253-254
5 .8759 .6744 255-256

.88 .8829 257-258
7 .8589 .7191 259-260
8 .7484 .5641 g 261-262
90 .4204 .8630 263-264

i0 i .5297 .865i 265-266
11 .4878 .9219 267-268
12 .5080 .8825 269-270
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Table 121. Wilk-Shapiro/Rankit Test Statistics For Cells 1 - 12 For
Questions 1 - 10.

Questicn Number

Cell
Number Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10

1 .7804 .8225 .9149 .5263 .9047 .6333 .8549 .8906 .7099 .8914

2 .8276 .9199 .8389 .5683 .8346 .8544 .8050 .9047 .9573 .9131

3 .7203 .8864 .8698 .7909 .8376 .8309 .8773 .7476 .8452 .7571

4 .5533 .9183 .9253 .5376 .8268 .7326 .5780 .8227 .6533 .6519

5 .7123 .8790 .9307 .7476 .9395 .9236 .6477 .8277 .8873 .8554

6 .7374 .8731 .9441 .5416 .8816 .8933 .5453 .8452 .7476 .7454

7 .7146 .9267 .9462 .5934 .8768 .8868 .7455 .6972 .8398 .7939

8 .7631 .8768 .9421 .7364 .9238 .8681 .7641 .8568 .7610 .8250

9 .7804 .8836 .9100 .5607 .7929 .8895 .7321 .8911 .8894 .7536

10 .7374 .8479 .8868 .3693 .6703 .8696 .7476 .8576 .8894 .8067

11 .7939 .8690 .8409 .7568 .7614 .8961 .7982 .8883 .8783 .7268

12 .7702 .9221 .9676 .4599 .8752 .9218 .6517 .8287 .8287 .8039
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